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Summary

Fast Solvers for Concentrated Elastic Contact Problems

Jing Zhao

Rail transportation plays an important role in our everyday life, and there is
fast development and modernization in the railway industry to meet the growing
demand for swifter, safer and more comfortable trains. At the same time, the
security of train operation and the maintenance of rails have to be considered.
A lot of research on these issues has been carried out, among which the study of
the contact between a train’s wheel and the rail is particularly significant.

The contact problem considers two elastic bodies. When they are pressed
together, a contact area is formed where the two body surfaces coincide with
each other. Moreover, an elastic field of stress, strain and displacement arises
in each body. These stresses consist of normal stress (pressure) and frictional
stress (traction) acting in the tangential direction. When solving the so-called
normal contact problem, we search for the contact area and the pressure on it.
The tangential contact problem is studied when the two bodies are brought into
relative motion. If the relative velocity of the two surfaces is small, a creeping
motion may be observed which is largely caused by the elastic deformation at the
contact region. In those parts of the contact area where the tangential stress is
small, the surfaces of the two bodies stick to each other. Otherwise, local relative
sliding may occur. The research question is to find the adhesion and slip areas,
and the tangential tractions.

The solution methods for contact problems have been studied from the late
nineteenth century, resulting in a variety of analytic and numerical approaches,
w.r.t. their own specific applications. Motivated by the requirement of fast
computation for involved applications such as the simulation of railway wheel-
rail dynamics, we aim at developing fast numerical solvers for concentrated elastic
contact problems in this thesis.

Our work focuses on the contact between bodies of linear homogeneous elas-
tic material. Moreover, it is a concentrated contact, i.e. the contact area is
small compared to the dimensions of the contacting bodies. The models in use
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are provided by a variational formulation, which is based on a boundary element
method (BEM). It gives rise to a convex optimization problem with linear or non-
linear constraints. The corresponding Karush-Kuhn-Tucker conditions provide
the governing equations and contact conditions, that are numerically solved.

The most time-consuming part attributes to solving a Fredholm integral of
the first kind, resulting from the BEM. The corresponding Green’s function ex-
presses the relation between tractions and deformation, using a half-space ap-
proach. This integral yields linear systems with coefficient matrices that are
dense, symmetric and positive definite. Moreover, they are Toeplitz in two-
dimensional (2D) problems and block Toeplitz with Toeplitz blocks in three-
dimensional (3D) problems. Fast computing techniques such as the fast Fourier
transform (FFT) are explored.

We start our work by solving the normal contact problem in Chapter 2.
It is modeled by a linear complementarity problem, for which a full multigrid
method (FMG) is presented. This method combines a multigrid (MG) method,
an active set strategy and a nested iteration technique. It is applied to a Hertzian
smooth contact and a rough surface contact. The results show the efficiency and
robustness of the FMG method.

Tangential contact is considered in Chapter 3 and Chapter 4. A 2D no-slip
tangential problem is first studied in Chapter 3, where we mainly solve the sur-
face integral. A fast MG method is proposed with an FFT smoother, where a
Toeplitz preconditioner is constructed to approximate the inverse of the coeffi-
cient matrix. This smoother reduces many error components but enlarges some
smooth error modes. Techniques such as subdomain deflation and row sum mod-
ification (RSM) are incorporated. Numerical experiments indicate rapid conver-
gence and mesh-independence of MG with the FFT+RSM smoother. Moreover,
FFT+RSM as a stand-alone solver also shows its efficiency. The complexity of
these two methods is O(n log(n)), with n the number of unknowns.

We work on the 3D tangential contact in Chapter 4, where a nonlinear con-
strained optimization problem arises. A fast solver, called TangCG, is proposed.
It combines an active set strategy and a nonlinear conjugate gradient method.
The most pronounced component of this method is that it employs two types of
variables in the adhesion and slip areas. Techniques including the FFT and di-
agonal preconditioning are also incorporated. The TangCG method is tested for
Cattaneo shift problems, with different amounts of slip. It dramatically reduces
the computational time, compared to the state-of-art ConvexGS method.

The numerical methods presented above are based on the influence coefficients
(ICs) that give the relation between tractions and deformation. In Chapter 5,
we investigate ICs by computing them numerically. Based on a concentrated
contact setting, an elastic model is built for this purpose and a finite element
method (FEM) is employed. Suggestions about the FEM meshing and element
types are given, considering the accuracy and computational cost. The effects
of employing the numerical ICs on contact solutions are examined. The work in
this chapter provides a guidance for developing fast solvers for conformal contact
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problems, which typically are governed by a larger and curved contact region.
With the research presented in present PhD thesis, and with the resulting

improved numerical solution techniques, it becomes one step closer to incorporate
detailed contact models in the numerical simulation of rail vehicle dynamics and
in the simulation of rail and wheel wear and track deterioration.





Samenvatting (Dutch Summary)

Snelle oplostechnieken voor geconcentreerde elastische contactproble-
men

Jing Zhao

Spoorvervoer speelt een belangrijke rol in ons dagelijks leven, en er is een snelle
ontwikkeling en modernisering in de spoorwegsector om aan de groeiende vraag
naar snellere, veiligere en comfortabelere treinen te voldoen. Tegelijkertijd moeten
de veiligheid van de treinexploitatie en het onderhoud van de sporen worden
beschouwd. Er is veel onderzoek betreffende deze kwesties uitgevoerd, waarbij
de studie van het contact tussen een treinwiel en het spoor bijzonder belangrijk
is.

In deze context, is het zogeheten contactprobleem gebaseerd op twee elastische
lichamen. Wanneer ze worden samengedrukt, wordt een contactgebied gevormd
waar de twee lichaamsoppervlakken met elkaar in contact komen. Bovendien
ontstaat een elastisch gebied van spanning, rek en verplaatsing in elk lichaam.
Deze spanningen bestaan uit normale spanning (druk) en wrijvingsstress (trac-
tie) in de tangentiële richting. Bij het oplossen van het zogenaamde wrijvingsloze
contactprobleem, berekenen wij het contactgebied en de druk hier op. Voor het
wrijvingscontactprobleem wordt ook onderzocht wanneer en hoe de twee lichamen
relatief tot elkaar bewegen. Wanneer de relatieve snelheid van de twee opper-
vlakken klein is, kan een kruipende beweging opgemerkt worden welke groten-
deels veroorzaakt wordt door de elastische deformatie van het contactgebied. In
die delen van het contactoppervlak waar de tangentiële spanning klein is, hechten
de oppervlakken van de beide lichamen aan elkaar. In de andere delen kan plaat-
selijk een relatieve schuifbeweging optreden. De onderzoeksvraag is de hechtings-
en schuifgebieden en de tangentiële spanningen te bepalen.

De oplossingsmethoden voor contactproblemen worden bestudeerd sinds het
einde van de negentiende eeuw, resulterend in een verscheidenheid aan analytis-
che en numerieke benaderingen m.b.t. specifieke toepassingen. Gemotiveerd
door de eis van snelle berekeningen voor toepassingen, zoals voor de simulatie
van de wiel-spoor dynamiek, richten wij ons in dit proefschrift op de ontwikkeling
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van snelle numerieke oplosmethoden voor zogenaamde geconcentreerde elastische
contactproblemen.

Ons werk focusseert op het contact tussen lichamen van lineair homogeen
elastisch materiaal. Bovendien is het een geconcentreerd contact, dat wil zeggen
dat het contactgebied klein is in vergelijking met de afmetingen van de in con-
tact staande lichamen. De gebruikte modellen worden gegeven door een varia-
tionele formulering, die is gebaseerd op de rand-element methode (BEM). Hieruit
ontstaat een convex optimalisatieprobleem met lineaire of niet-lineaire neven-
voorwaarden. De bijbehorende Karush-Kuhn-Tucker voorwaarden leveren de
betreffende vergelijkingen en contactvoorwaarden, die numeriek dienen te wor-
den opgelost.

Het meest tijdrovende deel van de berekening wordt veroorzaakt door het
oplossen van een Fredholm integraal van de eerste soort volgend uit de BEM for-
mulering. De corresponderende Greense functie drukt de relatie tussen tracties
en vervorming uit, met behulp van een halfruimte benadering. Deze integraal
levert lineaire systemen met coëfficiëntmatrices die vol, symmetrisch en positief-
definitief zijn. Bovendien zijn ze Toeplitz voor tweedimensionale (2D) proble-
men en blok-Toeplitz met Toeplitz-blokken in driedimensionale (3D) problemen.
Snelle berekeningstechnieken zoals de fast Fourier transformatie (FFT) worden
onderzocht.

We beginnen ons werk in Hoofdstuk 2 met het oplossen van het wrijvingsloze
contactprobleem. Het wordt gemodelleerd door een lineair complementariteit-
probleem waarvoor een full multigrid methode (FMG) wordt gepresenteerd. Deze
methode combineert een multigrid (MG) methode, een actieve-set strategie met
een geneste iteratietechniek. Het wordt toegepast op een Hertziaans glad contact-
probleem en ook op een ruw contactoppervlak. De resultaten tonen de efficiëntie
en robuustheid van de FMG methode.

Wrijvingscontact wordt beschouwd in Hoofdstuk 3 en Hoofdstuk 4. Een 2D
tangentieel probleem wordt eerst onderzocht in Hoofdstuk 3, waar we vooral een
oppervlakte-integraal oplossen. Een snelle MG methode wordt gepresenteerd
met een FFT smoother, waarbij een Toeplitz structuur wordt opgezet om de in-
verse van de coëfficiëntmatrix te benaderen. De resulterende smoother reduceert
veel foutcomponenten van de oplossing, maar vergroot sommige gladde fout-
componenten. Technieken zoals subdomeindeflatie en rij-som modificatie (RSM)
worden toegevoegd en vergeleken. Numerieke experimenten duiden op snelle con-
vergentie en roosteronafhankelijkheid in convergentie van MG met de FFT+RSM
smoother. Bovendien toont de FFT+RSM methode als losstaande oplostechniek
ook efficiëntie. De complexiteit van deze beide methoden is O(n log(n)), met n
het aantal onbekenden.

We werken vervolgens aan een 3D wrijvingscontactprobleem in Hoofdstuk 4,
waarbij een optimalisatieprobleem met niet-lineaire nevenvoorwaarden ontstaat.
Een nieuwe snelle oplostechniek, genaamd TangCG, wordt hier voorgesteld. Het
combineert een actieve-set strategie en een niet-lineair geconjugeerde-gradiënten
methode. Het meest interessante onderdeel van deze methode is dat het gebruik
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maakt van twee typen variabelen in de hechtings- en schuifgebieden van het con-
tactprobleem. Technieken zoals de FFT en diagonale preconditionering worden
ook gebruikt. De TangCG methode wordt getest op Cattaneo schuifproblemen
met verschillende mate van verschuiving. De nieuwe methode vermindert de
rekentijd drastisch, in vergelijking met de state-of-the-art ConvexGS methode.

De numerieke rekentechnieken hierboven beschreven zijn gebaseerd op matri-
ces met als matrixelementen de invloedscoëfficiënten (ICs) die de relatie tussen de
krachten en vervorming aangeven. In Hoofdstuk 5 onderzoeken we ICs door deze
numeriek te berekenen in plaats van de analytische coëfficiënten te gebruiken. Op
basis van een geconcentreerd contact wordt een elastisch model gebouwd voor
dit doel en een eindige-elementen methode (EEM) toegepast. Suggesties voor
het EEM rekenrooster en element types worden gegeven, met als criteria de
nauwkeurigheid en kosten van de berekening. De effecten van het gebruik van
de numerieke ICs op contactoplossingen worden onderzocht. Het werk in dit
hoofdstuk geeft een richtlijn voor de ontwikkeling van snelle oplosmethoden voor
conforme contactproblemen, die doorgaans worden beschreven door een groter
en gebogen contactoppervlak.

Met het gepresenteerde onderzoek in het huidige proefschrift, en met de resul-
terende verbeterde numerieke oplossingstechnieken, komen we een stap dichter
bij het gebruik van gedetailleerde contactmodellen in de numerieke simulatie van
spoor-treindynamica en in de simulatie van spoor- en wielslijtage.
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Chapter 1
Introduction

1.1 Contact Problems

Every day, people are traveling by train to other cities and abroad, for work or
pleasure. At the same time, numerous trains are carrying a variety of goods to
different places in the world. Rail transport has been one of the most convenient
and efficient forms of transport. And there is still an increasing demand for
trains to be faster, safer and more comfortable.

The security of train operation in the railway industry is crucial. In the
history, there have been several serious train accidents where a train ran off the
tracks. Such derailment causes casualties and property loss. One of the reasons
for derailment is that wheels experience so large lateral forces that wheel flanges
climb up and over the top of the rail. Another reason is that wheels, due to the
large lateral forces, can push rails and wheels fall between rails [108].

Another important problem is the maintenance of rails. It aims at prolonging
the rail operation life from both economic and safety point-of-view. The rails
can be damaged in the form of fatigue crack, wear, and spalling. This leads
to a change of the profile of the wheel and rail contact, and may threaten the
performance and security. It becomes a serious issue especially for high speed
and heavy haul trains. Resulting from this damage is overloading and excess
frictional stress on rails, due to an intensive wheel-rail contact. This issue has
been addressed in rolling contact fatigue (RCF) [29], fatigue life of machine
elements [89], friction and wear [22, 77, 41]. Among them, the study of wheel-
rail contact is particularly significant and inevitable.

Contact problems concern elastic contact between two bodies. When they
are pressed together, the forces they obtain from each other result in elastic
deformation. This yields a contact area where the surfaces of the two bodies
coincide, and exert stresses on each other. These stresses are composed of normal
stress (pressure), and frictional stress (traction) acting in the tangential direction.
When and where the frictional stress is small, the two bodies stick to each other.
However, local sliding occurs where the frictional stress is large enough.
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This phenomenon can be illustrated by an example arising from a well-known
sport, tug of war, in Fig. 1.1, where two teams of players are pulling the rope to
their own sides. Consider the team on the right-hand side. These players can be
regarded as one overall body, which is contacting to the ground due to gravity.
The formed contact area consists of these players’ feet region. This body receives
a force of pulling from the other side, and as a result, it may move as a whole
to the left. This can be dealt with in two ways. For instance, the two players
closest to the right-hand side may straighten their arms and lean forward, the
other two players may step with their feet. The former is like elastic deformation,
and the latter shows local slip. This illustrates an important aspect of a contact
phenomenon, i.e., that within the contact region that there may be local sliding
in some area and sticking or adhesion in other places.

Force of pulling Elastic deformation

Sliding Sticking

Figure 1.1: Illustration of the frictional contact.

Contact problems can be classified basically into two types. One is the so-
called “normal contact problem”. It solves for the contact area and normal
pressures that are perpendicular to the contacting surfaces. Two complementary
conditions are required for the solutions. One of them states no penetration
between the two bodies. This implies that the gap between the two surfaces is
zero in the contact area but is positive outside. The other condition points out
that the pressure is compressive (≥ 0) in the contact area and vanishes outside.

The second type of contact problems is the so-called “frictional” or “tangential
contact problem”, in which we study the effect of friction on the contact region.
A challenge is to find out the adhesion region where the two contacting bodies are
sticking to each other, and the sliding area where local sliding occurs. Further
we need to find the distribution of the frictional stress in these regions.

Studying frictional contact often starts with a known contact area and pres-
sure distribution. A specific frictional law then determines the traction bound.
The frictional stress should satisfy two conditions. In the adhesion area, the
magnitude of the tractions should not exceed the traction bound, and there is
no slip. In the slip area, the traction bound is reached, and the resulting slip
points in the opposite direction of the tractions.
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1.2 History of Contact Problems

Contact problems have been studied since 1882, when Hertz [36] contributed to
the normal contact research. His theory considered the contact between smooth
surfaces of quadratic profiles. With assumptions of linearity, absence of friction
and a half-space approach, it provided solutions for the resulting contact area
and pressures, regarding the applied normal force and the approach of the two
surfaces.

Classical solutions for tangential contact problems originated from the inde-
pendent work by Carter (1926) [12] and Fromm (1927) [27]. They solved two-
dimensional (2D) rolling contact problems. The former considered the wheel
and rail as a cylinder and a plane, respectively, and adopted a half-space ap-
proach. The solution indicated that in the case of small creepage, an adhesion
zone could always be found near the leading edge and local sliding occurred
near the trailing edge. The same result was found by the latter, who solved the
contact between two elastic cylinders without the aid of a half-space approach.
They both adopted Coulomb’s friction law. Solutions for three-dimensional (3D)
frictional contact were presented by Cattaneo (1938) [13] and Mindlin (1949) [64]
independently. They considered a sphere pressed and tangentially shifted on a
plane where partial slip on the contact area could occur. The corresponding
distribution of tangential stress was provided.

Johnson was the first to solve 3D rolling contact problems. In 1958, he
showed that the spin caused lateral contact forces in the rolling motion of an
elastic sphere on a plane [43, 42]. In 1985, he published a book [44], which
contained substantial information on solutions for different aspects of contact
problems. Johnson has been regarded as one of the most important contributor
in the recent fifty years.

Another key contributor is Kalker from Delft University of Technology. In
1967, he proposed the “linear theory” [46], which stated that creep forces linearly
depended on creepage with the assumption of small creepages and zero slip. In
1973, he developed a “simplified theory”[47], which has been widely used in the
railway industry, applying a basic approximate relation between tractions and
displacements. This method was programmed in the FASTSIM algorithm [48].
Then, in 1979, he presented the full theory of 3D rolling concentrated contact [49],
which is a numerical approach and related to the variational theory of Duvaut
and Lions [20]. This has been incorporated into the software CONTACT [101],
which is now still being developed by Vollebregt. In 1990, Kalker published the
book [51] which summarized his work on 3D elastic rolling contact problems.
We refer to Popov [74] for a modern introduction of contact problems, and to
Knothe [54] for detailed history of wheel-rail contact.

The field of computational contact problems was promoted by the fast de-
velopment of the finite element method (FEM). It dates back to 1933, when
Signorini [83] posed a general equilibrium problem of a linearly elastic body rest-
ing on a rigid frictionless foundation due to its mass forces. For this problem,
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Fichera (1964) [24] proposed the variational theory and provided the proof for the
existence and uniqueness of solutions. The work by Duvaut and Lions (1972) [20]
started to investigate the methods for these formulations of variation inequality,
particularly solving contact with friction and large deformation. A great deal of
relevant research has been done on the FEM and the corresponding numerical
solutions, we refer to books by Kikuchi and Oden (1988) [53], Laursen (2002) [58]
and Wriggers (2006) [107].

Other computational contact research is attributed to the boundary ele-
ment method (BEM), e.g. [2, 62]. Fundamental work has been contributed by
Kalker [51], in terms of the corresponding variational formulation and numerical
algorithms. His theory and methods have been applied to many different aspects
of contact problems, for instance, to the contact subject to varying tangential
load [17, 68], the effects of non-Hertzian and non-steady states on rail corrugation
growth at the contact area [94], and the dynamic contact effect [71].

1.3 General Summary of Solution Strategies

The FEM is particularly suited for contact problems in the cases of general con-
tacting profiles, large deformation, non-homogeneous and nonlinear elastic mate-
rials. The formulation of variational inequalities leads to a minimization problem
with inequality constraints. Hence, the FEM formulation often incorporates op-
timization approaches such as the penalty approach, the augmented Lagrangian
technique, Lagrange multiplier method and their combinations [111, 58, 107].
The FEM is based on large numbers of elements covering whole contacting bod-
ies. Sparse matrices are solved, but the size of the matrices can be very large.
Therefore, this method can be computationally and memory intensive especially
for large problems.

The BEM is applicable for concentrated contact problems with assumptions
of small deformation and deformation gradients. The 3D boundary value prob-
lem is transformed to a 2D boundary integral equation, and then only solves at
the discrete boundary. The corresponding variational formulation [51] represents
a convex optimization problem, for which the equivalent Karush-Kuhn-Tucker
(KKT) conditions provide both sufficient and necessary conditions for the exis-
tence of a unique solution [57].

The KKT conditions lead to a linear complementarity problem (LCP) for
normal contact problems. Quadratic programming solvers, e.g. the extension
of the simplex algorithm, the interior point method or the active set approach
can be applied [65]. A frequently used strategy for these contact problems is
the active set approach, due to its highly satisfactory performance and direct
mechanical explanation. In each active set iteration, a linear system needs to be
solved, and the solutions in turn are used to modify the active set. This strategy
has been combined with iterative solvers such as the conjugate gradient method
in Kalker’s NORM algorithm [51] and with a multigrid method in [91].

In 3D frictional contact problems, the minimization problem is formed with
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nonlinear constraints. Based on the KKT conditions, the active set strategy
is again employed to treat constraints, which yields a nonlinear system to be
solved in each active set iteration. Iterative solvers for the nonlinear system,
e.g. Newton’s method, are applied. This forms the basis for Kalker’s TANG
algorithm [51]. An alternative solution method for this kind of problems is the
ConvexGS method [95], which is a block Gauss-Seidel approach.

Comparing with the FEM, the BEM discretizes only the boundary, which
leads to smaller-sized problems with dense coefficient matrices. The FEM has
given rise to significantly larger problems although they are represented by sparse
matrices. Moreover, when focusing only on the contact area, with a BEM, more
elements are placed in that region, and hence more detailed information can be
found there. Regarding the algorithms, we encounter similar solution methods
for the nonlinear equations, like Newton-based methods [107], or a nonlinear
Gauss-Seidel method [45], in both FEM and BEM.

When the contacting bodies are of different materials, the tangential tractions
and normal displacements interact with each other. In that case, the normal
and tangential problems can not be easily separated. A straightforward way to
process is to solve a fully coupled formulation [106]. Another popular approach
is via the so-called “Panagiotopoulos process” [69, 28, 51]. In each iteration,
the normal problem is solved first followed by the tangential problem. When
contacting bodies are of the same material, i.e. a so-called quasi-identity case,
these two problems can be decoupled, and one iteration is sufficient [51].

1.4 Target and Scope of Present Work

In this thesis we aim at developing fast numerical solvers for concentrated elastic
contact problems. This is motivated by the requirement of high computational
speed for involved applications, such as for the simulation of railway wheel-rail
dynamics.

The present work deals with concentrated contact between linear homoge-
neous elastic materials. We work on both normal and tangential contact prob-
lems. The models for these problems are provided by Kalker’s variational formu-
lation [51], which is based on a BEM formulation, and the corresponding KKT
conditions are solved numerically. We start to develop efficient algorithms, on
the basis of existing algorithms like NORM for normal problems, and TANG
and ConvexGS for tangential problems. Moreover, the fast Fourier transform
(FFT) technique is also taken into consideration for accelerating matrix-vector
products, since it has been successfully applied in contact problems [84].

Normal contact problems are solved when contact surfaces are smooth and
rough. The tangential contact is investigated by first solving a 2D model and
then a 3D problem. Moreover, we also investigate numerical influence coefficients
and their effect on contact solutions, as a preparation for developing fast solvers
for conformal contact (which has a curved and relatively large contact area).
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1.5 Thesis Organization

Chapter 1

Introduction

Chapter 2

Normal contact problem   < Full multigrid method

Chapter 3

2D simplified problem   < Multigrid with FFT smoother

Chapter 4

3D frictional contact problem  < TangCG method

  Chapter 5

  Extending the range of applicability of 

    contact approaches 

Chapter 6

Conclusion and outlook

Tangential (frictional)

   contact problem

Figure 1.2: Organization of the present thesis

The organization of this thesis is generally shown in Figure 1.2. Six chapters
are included, with the first one an introduction.

• In Chapter 2, we solve normal contact problems, where a linear comple-
mentary problem arises. A full multigrid (FMG) method is proposed, which
combines a multigrid (MG) method, an active set strategy and a nested it-
eration technique. This method is applied to Hertzian smooth contact and
rough surface contact problems. The contents in this chapter are published
in [112].

• We present the work on tangential contact problems from Chapter 3 on.
Due to the complexity of such problems, in this chapter we consider a
simplified 2D problem, which leads to a Fredholm integral equation of the
first kind. A fast multigrid solver is proposed with an “FFT smoother”,
based on the Toeplitz structure of the coefficient matrix resulting from the
BEM discretization. The combination with techniques of deflation and row
sum modification is also investigated. The contents of this chapter have
been published in [113].

• In Chapter 4 we consider 3D tangential contact problems, for which a
nonlinear constrained optimization problem arises. A fast solver named
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“TangCG” is proposed for the corresponding KKT conditions. It incor-
porates an active set strategy and a nonlinear conjugate gradient method.
This method employs two different sets of variables in the adhesion and
slip areas [98]. A diagonal preconditioner and the FFT technique are used.
The contents in this chapter are published in [115]

• The concentrated contact problems solved in the previous chapters are
based on the half-space formulation, where analytic influence coefficients
in the traction-deformation relation are known. In Chapter 5 we extend
the range of applicability of the contact approach by computing the in-
fluence coefficients numerically. For this purpose, an elastic model is built
and solved the FEM. We recommend proper strategies of FEM meshing and
element types, considering accuracy and computational cost. The effects
of computed influence coefficients to contact solutions are examined. The
contents of this chapter are included in [114], as a reference for studying
fast solvers for conformal contact problems.

• Chapter 6 concludes the work in this thesis with main contributions, and
presents possible topics for future work.





Chapter 2
A Full Multigrid Method for Elastic
Normal Contact Problems

In this chapter we consider efficient solution of the normal contact problem in a
frictionless case, where a linear complementarity problem (LCP) arises. A full
multigrid (FMG) technique is presented, that combines a multigrid method, an
active set algorithm and a nested iteration technique. The governing system in
this LCP is derived from a Fredholm integral of the first kind, and its coefficient
matrix is dense, symmetric and positive definite. One multigrid cycle is applied
to solve this system approximately in each active set iteration. Moreover, this
multigrid solver incorporates a special strategy to handle the complementarity
conditions, including restricting both the defect and the contact area (active
set) to the coarse grid, and setting all quantities outside contact to zero. The
smoother is chosen by some analysis based on the eigenvectors of the iteration
matrix. This method is applied to a Hertzian smooth contact and a rough surface
contact problem.1

2.1 Introduction

Normal contact problems are governed by the elastic deformations by forces per-
pendicular to the contact surfaces. We assume that friction is absent. When two
elastic bodies are pressed together, a contact area is formed due to their defor-
mations. The challenge is to find this contact region and the pressure (normal
tractions) on the interface. Two complementary conditions are required for the
solutions. First of all, these two bodies do not penetrate into each other. This
indicates that the gap between the two bodies is zero in the contact region but

1The contents of this chapter have been published in paper [112]: J. Zhao, E.A.H. Vollebregt and
C.W. Oosterlee. A full multigrid method for linear complementarity problems arising from elastic
normal contact problems. Mathematical Modelling and Analysis, 19(2):216-240, 2014. This work
received the Honorable Mention in the Student Paper Competition at the 12th Copper Mountain
Conference, Colorado, the United States, 2012.
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positive outside. Secondly, the pressure is compressive (≥ 0) in the contact area
and vanishes outside.

Analytic solutions for normal contact problems can be found for simple ge-
ometries, such as the Hertz theory [36, 44, 74], where the surfaces of two contact-
ing bodies are twice continuously differentiable, and the radii of curvature are
constant. Moreover, solutions for the contact between a rigid cylindrical indenter
punch or a cone and an elastic half-space are also available [74].

Numerical solvers in the framework of the boundary element method (BEM)
include Kalker’s variational method [51], which uses Green’s functions for the
elastic half-space. Particularly, it applies an active set algorithm, called “NORM”,
to search for the contact area. In each active set iteration, the governing system
is solved in the current contact area, which is then modified by the resulting
solution. The iterations terminate when all conditions are satisfied. Subsequent
to [9], a multigrid strategy for contact problems was developed by Venner and
Lubrecht [91], where the complementarity conditions were handled in a distribu-
tive smoother and a nonlinear full approximation scheme (FAS), with a multi-
level multi-integration (MLMI) technique for matrix-vector products. Another
method which combines the MLMI and the conjugate gradient (CG) algorithm
for rough contact problems is proposed in [73]. The fast Fourier transform (FFT)
technique is also employed, see [84]. A comparison of different methods can be
found in [78].

The variational formulation [51] leads to a linear complementarity problem
(LCP) with the use of Karush-Kuhn-Tucker (KKT) conditions. For this LCP,
one can apply quadratic programming solvers such as the extension of the sim-
plex algorithm, the interior point method, or the active set algorithm [65]. In
contact problems, the active set strategy is frequently used, due to its efficient
performance and easy mechanical explanation [51]. It has been combined with
the CG method [101] and with a multigrid method [91].

The most time-consuming part of the solution procedure for the normal con-
tact problem is the surface integral, which is a Fredholm integral of the first kind
in the prescribed contact area. The discretization of such integral yields a linear
system with the coefficient matrix being dense, symmetric and positive definite
(SPD). Direct methods can be used but not for large problems. A popular iter-
ative method is preconditioned CG [15, 30, 38, 85]. Multigrid is also studied for
integral equations of the first kind, see, e.g. [10, 104, 80, 92].

The current state of the art solver for the concentrated normal contact prob-
lem may be the multigrid method in [91]. However, it is quite involved and
nontrivial. This motivated our research into multigrid for this problem. More-
over, the solver should be able to handle the constraints in the corresponding
LCP.

The outline of this chapter is as follows. In Section 2.2, the normal con-
tact problem is introduced and the LCP is formulated. The approach proposed
for generating Gaussian rough surfaces with a given standard deviation, is also
described. Section 2.3 presents the original active set algorithm “NORM”, by
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Kalker [51]. Section 2.4 describes the structure of the full multigrid (FMG)
method and each component of the multigrid method, particularly the restric-
tion and interpolation to deal with the constraints in the LCP. Two experiments,
a Hertzian smooth contact and a rough surface contact, are discussed and solved
numerically in Section 2.5, after which conclusions are summarized.

2.2 Problem Formulation

This section gives a general description of the normal contact problem, and
builds the mathematical model, resulting in the LCP which we will solve using
a multigrid method. Furthermore, the approach for generating a rough surface
is described at the end of this section.

2.2.1 Physics of the Normal Contact Problem

When the surfaces of two bodies roll over each other, a contact area occurs
between them, carrying normal and tangential tractions. An elastic field of
displacements, strains, and stresses in the bodies appears with these tractions,
all of which result in deformations [51]. The tractions and the contact area are
the main quantities we solve for. In the normal contact problem, the forces of
the contacting bodies are perpendicular to the surface [74] and we only consider
the normal tractions (pressures) here.

Figure 2.1: Geometry of contact problems for railway applications [102]: (a) the overall
geometry, (b) the undeformed state, (c) the deformed state.

Fig. 2.1(a) shows the general geometry of the contacting phenomenon in rail-
way applications. It displays a wheel rolling on the rail with a forward velocity
V and an angular velocity ω. The rail is bent, caused by the forces from the
wheel, Fw, and from the sleepers, Fs1, Fs2. The wheel receives the force from the
rail, Fr, and it approaches to the rail with some distance. We stretch this graph
vertically in order to have a detailed look at this phenomenon. Fig. 2.1(b) shows
the “undeformed state” with the profiles of the wheel and rail, where the distance
that the wheel is shifted down is the maximal penetration and called “approach”.
Fig. 2.1(c) presents the “deformed state”, where the surfaces of wheel and rail
coincide due to the deformation. The distance between their surfaces is positive
outside the contact area without any tractions there.
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2.2.2 Contact Conditions

First of all, we identify the geometry of two elastic bodies in undeformed state.
A coordinate system Oxyz is used to specify the position (x, y, z) of each particle
of the bodies. This coordinate is assumed to move with the contact region, with
z pointing normally to the other body and x, y directing tangentially.

Deformation occurs when the two bodies are brought into contact. An elastic
field including stress σ(i), strain ε(i) and displacements u(i) arises in bodies i = 1, 2
and on their surfaces. The formulation of contact problems particularly focuses
on the surface quantities: surface displacements u(i), and surface tractions p(i)

which is defined by p(i) = σ(i) · n(i) with n(i) the outer normal of body i. The
deformation at position (x, y, z) is defined by the displacement difference, i.e.,
u(x, y, z) = u(1)(x, y, z) − u(2)(x, y, z). Moreover, we solve for only tractions
p := p(1), since the relation p(1) = −p(2) is valid for all particles on the surfaces.

Define u := [ux, uy, uz]
T and traction p = [px, py, pz]

T by components in the
x-, y- and z-directions. Since we look at the contact area which is in the plane
z = 0, we use coordinate system (x, y) instead of (x, y, z) from now on in the
chapter.

Let C denote the contact area and E the exterior area. Then, the contact
conditions for the normal contact problem are:

e(x, y) = 0, pz(x, y) ≥ 0, for each position (x, y) ∈ C, (2.1)

e(x, y) > 0, pz(x, y) = 0, for each position (x, y) ∈ E, (2.2)

where pz(x, y) is the pressure (normal traction) at position (x, y), and e(x, y) is
the deformed distance (i.e. gap) between the wheel and rail. Let h(x, y) denote
the undeformed distance, then the deformed distance, e(x, y), is given by:

e(x, y) = h(x, y) + uz(x, y), (2.3)

where uz(x, y) is the deformation in normal direction. It is assumed that the
bodies can not interpenetrate, that the pressure occurs only where the bodies
are in contact and that adhesion effects (attraction) are negligible.

2.2.3 The Half-space Approach

The method to calculate the deformation uz is based on four simplifying assump-
tions. First of all, the contact area is very small compared to the dimensions
of the two contacting bodies, and hence this area is considered to be flat. The
second is that the contacting bodies are assumed to be made of homogeneous
linear elastic material. Then we assume small displacements and displacement
gradients. The last assumption is to ignore inertial effects in the motion.

These assumptions allow the use of the half-space approach [51], which ap-
proximates the elastic field of two contacting bodies considering each body as a
semi-infinite elastic solid bounded by a plane surface. Based on the classic solu-
tions by Boussinesq and Cerruti (see Johnson [44]) and considering 3D normal
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contact problems, we give the normal traction-deformation relation, as follows:

uz(x, y) =

∫∫
C

Azz(x, y, ξ, η)pz(ξ, η)dξdη. (2.4)

Here the superscript z denotes the normal direction, uz and pz are the normal
deformation and pressure, respectively. Azz(x, y, ξ, η) is the influence function
for normal deformation at the surface position (x, y), due to the contribution of
a unit pressure at surface position (ξ, η). This influence function is calculated
by:

Azz(x, y, ξ, η) =
1− ν
πG

· 1

ρ
, (2.5)

where ν is the Poisson ratio, ρ is the distance between points (x, y) and (ξ, η), i.e.

ρ = [(x−ξ)2 +(y−η)2]
1
2 . G is the combined shear modulus of the two contacting

bodies, obtained by 2
G

= 1
G1

+ 1
G2

with G1 and G2 being the shear modulus of
each body. For two bodies of the same material, we have G = G1 = G2; in the
case of one rigid body, it follows that G1 =∞, so that 1/G1 = 0, and G = 2G2.

Eq. (2.5) indicates that the value of Azz(x, y, ξ, η) is determined by the relative
distance between points (x, y) and (ξ, η), rather than their own locations. This
means:

Azz(x, y, ξ, η) = Azz(x− ξ, y − η). (2.6)

Such property will yields special structure of the corresponding coefficient matrix
after discretization in the following.

2.2.4 Discretization

Solving contact problems often starts with the discretization of the 2D potential
contact area, which is chosen such that it contains the true contact area. The
potential contact area is discretized by nx×ny rectangular elements of size δx×δy.
Each element is numbered by (ix, iy) or (jx, jy), where 1 ≤ ix, jx ≤ nx and
1 ≤ iy, jy ≤ ny. Since all quantities in this chapter refer to the normal direction,
as a reminder, subscript z is dropped from quantities uz, pz, and superscript zz
is dropped from influence function Azz.

The surface pressure p in the integral (2.4) is approximated by a piecewise
constant function, where the pressure at each element center is used. This means
that the integral (2.4) is evaluated by a 2D “mid-point rule”. Due to boundary
effects, the discrete error of the pressure reduces to O(h) [51]. The discretization
of integral (2.4) yields:

u(ix,iy) =

ny∑
jy=1

nx∑
jx=1

A(ix,iy)(jx,jy)p(jx,jy), (2.7)

where subscripts (ix, iy) and (jx, jy) denote the element. The influence co-
efficient A(ix,iy)(jx,jy) is calculated by integrating (2.5) for a unit pressure in
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a single element (jx, jy) w.r.t. an observation point (x, y) at the center of
element (ix, iy). It has the property that A(ix,iy)(jx,jy) = A(kx,ky)(lx,ly) when
jx − ix = lx − kx, jy − iy = ly − ky, i.e. the coefficients are identical for
pairs of elements that have the same relative distance, as stated by Eq. (2.6).
Fig. 2.2 shows an example of the influence coefficients scaled by G (for Test I in
Section 2.5).

Figure 2.2: Influence coefficient A(ix,iy)(jx,jy) (scaled by G).

We denote the total number of elements by n := nx · ny. If all n elements of
the potential contact area are in contact, equation (2.7) leads to:

u = Ap, p,u ∈ Rn, A ∈ Rn×n, (2.8)

where the influence coefficient matrix, A, is a dense, symmetric and BTTB ma-
trix, i.e. block Toeplitz matrix with Toeplitz blocks.2 Combining equations (2.3)
and (2.8), and considering the discretization of the contact conditions (2.1) and
(2.2), we obtain a linear complementarity problem LCP(h, A), which aims to
find the pressure, p, and the contact area, C, satisfying

e = h + Ap, (2.9)

eI = 0, pI ≥ 0, for element I ∈ C, (2.10)

eI > 0, pI = 0, for element I ∈ E, (2.11)

where I is the element index with I = (iy − 1)nx + ix, 1 ≤ I ≤ n, and E is
the exterior area. Note that the constraints on the deformed distance e are the
primary constraints: eI = 0 defines the active set, i.e. the contact area, and
eI > 0 are inactive constraints, i.e. the exterior area. This LCP represents a
mathematical model for the normal contact problem.

Noticing the nice regular BTTB structure of the coefficient matrix A in (2.8),
one may think that fast Toeplitz solvers or solvers based on the FFT can be used.

2A Toeplitz matrix is a matrix with each descending diagonal from left to right being constant.



2.2. Problem Formulation 15

This is however generally not directly true because of the additional constraints.
We do not allow any solution p, but require p = 0 in the exterior area E. Setting
pI = 0 for I ∈ E removes the corresponding rows and columns from matrix A
and destroys the BTTB structure. Solvers for a BTTB matrix are not considered
in this chapter.3 According to condition (2.10), we have e = h + Ap = 0 in the
contact area C, and thus:

Ap = −h, in C, (2.12)

which is the main system to be solved. We will discuss the original method and
the FMG method for solving the LCP in the sections to follow.

2.2.5 Generation of Rough Surface

Contact surfaces are not smooth for most cases in real life. Hence, we also study
normal contact problems, where rough surfaces are involved. Our interest in
rough surfaces stems from railway applications [11, 52]. First of all, the influence
of roughness on the creep force curve is desired. Secondly, the real stresses be-
tween railway wheels and rails are needed for assessing wear and material damage
phenomena. In the numerical experiments, we will focus on frictionless rough
elastic contact problems that have been studied by Greenwood, Williamson [31]
and Johnson [44].

A rough surface has to be generated when studying rough surface contact. It
is regarded here as a random process, characterized by a height distribution and
an auto-correlation function (ACF), which defines the correlation between two
points at the surface. Patir [70] defined a method to generate a random surface
whose height is Gaussian distributed: a linear transformation was made on a
random matrix to obtain the surface height where the given ACF was used to
determine the amplitudes for each random component. Hu and Tonder [37] used
finite impulse response (FIR) filters for the generation of rough surfaces. They
regarded this procedure as input Gaussian distributed signals passing through a
FIR filter. Their method was considered not highly satisfactory in [109], in which
another approach based on the FFT technique for the generation was proposed.
Besides Gaussian rough surfaces, the generation of non-Gaussian rough surfaces
is also studied, for example by Patir [70], Wu [110], amongst others.

We would like to discuss a method, based on [52], to generate Gaussian rough
surfaces, where the standard deviation of the surface heights, σ̂, is given.

The formula in [52] for the surface height z(x, y) on a rectangle [0, lx]×[0, ly] is
a randomized version of the two-dimensional wavy surface given by Johnson [44],
which we write as:

z(x, y) =
M∑
m=1

N∑
n=1

amn · cos(
2πmx

lx
+ ϕmn) · cos(

2πny

ly
+ θmn), (2.13)

3An algorithm that does exploit the structure of the BTTB matrix using FFT’s is presented in [100].
The combination of this with MG method will be investigated in Chapter 3.
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where each frequency pair (m,n) has phases ϕmn and θmn, that are uniformly
distributed on [0, 2π], amplitude amn is uniformly distributed on [0, āmn] and,
here, āmn := ā ·γm+n−2 with ā a reference amplitude. The decay factor γ satisfies
0 < γ ≤ 1. The choices for M , N and γ in this model are flexible and when
M = N = 1 this results in a wavy surface.

The expression for the auto-correlation function R(x, y) of the surface height
in [52] can be written as:

R(x, y) =
1

4

M∑
m=1

N∑
n=1

a2
mn cos(

2πmx

lx
) cos (

2πny

ly
). (2.14)

Then, R(0, 0) is equal to σ̂2, i.e.:

R(0, 0) = σ̂2 =
1

4

M∑
m=1

N∑
n=1

a2
mn. (2.15)

We would like to calculate the surface height z, when σ̂ is given. A random
number generator is used to obtain ϕmn and θmn for each frequency pair (m,n).
The determination of the amplitude amn requires the value of the reference am-
plitude ā, which is chosen to be 1, and then the true amplitudes are scaled in
accordance with the desired standard deviation σ̂. This can be done by the
following steps:

1. Obtain random coefficients ãmn uniformly distributed on [0, γm+n−2] by a
random number generator.

2. Calculate the auto-correlation, which is denoted by R̃(0, 0), using ãmn with
equation (2.15).

3. Scale the coefficients ãmn by a factor σ̂√
R̃(0,0)

, i.e.

amn = ãmn ·
σ̂√

R̃(0, 0)
(2.16)

After the amplitudes amn are obtained, formula (2.13) will give the surface heights
at the positions (x, y).

To test this rough surface generation technique, we generate rough surfaces
on [−6, 6] × [−5, 5] mm2 with σ̂ = 0.1. A 642-grid is used for the discretization
and we choose M = 12, N = 10 in (2.13). Fig. 2.3 displays the resulting rough
surfaces with γ = 0.5, 0.8 and 0.95 in (a) (b) and (c), respectively. We find
that the surface heights of these three rough surfaces having zero mean and the
desired standard deviation being σ̂ = 0.1. In Fig. 2.3(d), a normal probability
plot of the surface heights of Fig. 2.3(b) indicates that the surface heights are
indeed Gaussian distributed (since the values are very close to the red straight
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(d) Normal probability plot of the surface heights in (b)
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Figure 2.3: Rough surfaces on [−6, 6] × [−5, 5] mm2 with σ̂ = 0.1: (a) γ = 0.5; (b)
γ = 0.8; (c) γ = 0.95; (d) The normal plot of the surface heights in (b).

line which represents the Gaussian distribution). We also generated surfaces for
different values for M and N , and found that large values of M and N result in
better Gaussian distributed surface heights. We can always achieve the desired
standard deviation σ̂, independent of the values of M and N .

Comparing the three different rough surfaces in Fig. 2.3, we see that as γ
increases, more peaks will be found on the corresponding rough surface. This
implies that increasing the value of γ leads to a larger asperity density, as is
introduced in [44].

2.3 Original Method: Active Set Algorithm

The active set algorithm is well-known for optimization problems, such as the
LCP above. The main idea is to partition the computational domain into two
groups, i.e. active and inactive sets. Those parts that satisfy the constraints are
put in the active set and the others are in the inactive set. Only the active set is
considered when solving the equality problem. One active set iteration has two
steps, i.e. first determine a current active set as the working set, and then solve
the equality problem in this active set. These two steps are repeated until all
constraints are satisfied [65].
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The convergence rate of the active set algorithm depends on the concrete
problems to be solved. In contact problems, generally 5 to 15 iterations are
required [100]. The contact area is part of the potential contact region and
regarded as the active set, and the exterior area is the inactive set. The original
algorithm “NORM” by Kalker [51] starts with an initial contact area, in which
the undeformed distance is less or equal to zero. Initially, linear system (2.12)
was solved in the contact area by Gauss-elimination. Later, instead of this direct
solution method, CG has been applied [101]. Results are used to update the
contact area, according to conditions conditions (2.10) and (2.11). The process
is repeated until the contact area converges.

We have to solve a linear system (2.12) in each active set iteration. This
system is large and has a dense system matrix. Several active set iterations are
needed before the correct contact area is obtained, which means that we have to
solve many such systems.

2.4 A Full Multigrid Method (FMG)

This section presents the FMG method for the LCP (2.9)-(2.11). We start with
an “MG+active set” algorithm, which inserts a multigrid solver into an active
set iteration. Each component of the multigrid solver is detailed here. The
MG+active set algorithm is incorporated in a nested iteration technique, result-
ing in the FMG method.

2.4.1 MG+Active Set Algorithm

When examining the contact conditions, there is no direct need for exact values of
deformed distance e or pressures p, since the conditions only depend on whether
values are positive, negative or zero.4 Therefore, in each active set iteration, we
can solve system (2.12) approximately, by only one multigrid cycle. This yields
an MG+active set algorithm, which is described as follows:

1. Start with some grid discretization for the potential contact area. Check
undeformed distance h: put element I satisfying hI ≤ 0 in the initial
contact area C0.

2. Set the pressures in the exterior area Ek to zero, and define the system
(2.12) in the current contact area Ck.

3. Apply one multigrid cycle to this system, resulting in the approximate
pressures p, and compute the deformation u = Ap.

4. Check the contact conditions:

(4.a) Consider each element I in the contact area Ck: if pressure pI < 0
then put element I into the exterior area, and set pI = 0. This leads

4For a conjecture on the convergence of “NORM”, see [99].
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to the intermediate contact area C
k+1

and exterior area E
k+1

.

(4.b) Consider each element I in the exterior area E
k+1

: put element I into
the contact area Ck+1 with its deformed distance eI = hI + uI ≤ 0.
Now, a new contact area Ck+1, and exterior area Ek+1, have been
obtained.

5. If this updated contact area Ck+1 is different from the previous area Ck,
then go to step 2. If not, go to step 6.

6. If the solution is not of the required accuracy, then go to step 2. Otherwise,
stop since we have found the converged contact area and the pressures on
it.

Remark 2.1. To check whether a solution reaches the required accuracy in Step
6 is equivalent to checking whether a stopping criterion for Eq. (2.12) is satisfied.
An example is criterion (2.18) in Section 2.5.

The multigrid method plays an important role in this algorithm. We will give
more details about its components in the following subsection.

2.4.2 Multigrid Components

The multigrid method is one of the most efficient numerical solvers, especially
for systems of equations arising from elliptic PDEs. But here we will use the
multigrid algorithm to deal with system (2.12), which arises from an integral
equation and is governed by a dense coefficient matrix, in an active set iteration.
Moreover, the complementarity conditions should be taken into consideration.

A two-grid algorithm is given below. (It is easy to be extended to a multigrid
algorithm.) The subscripts h and H are the mesh sizes, denoting the fine and
coarse grid, respectively.

1. Pre- and post- smoothing: We use the damped Gauss-Seidel method as the
smoother. Notice that we only deal with the pressures within the contact
area Ck

h , because the pressures in the exterior area Ek
h are fixed to zero.

2. Calculate defects: The defects in the contact area, Ck
h , are computed, and

the defects in the exterior area Ek
h are set to zero. This gives us the fine

grid defects, dh.

3. Restrict the defects, dh, and the contact area, Ck
h , to the coarse grid, result-

ing in coarse grid defects, dH , and a coarse contact area, Ck
H , respectively.

4. On the coarse grid: Apply an exact solver, e.g. a Gauss elimination method,
for the defect equation, AHvH = dH , defined by the coarse contact area,
Ck
H . The coarse grid correction, vH , is set as: vH = vH in Ck

H , and vH = 0
in Ek

H .
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5. Interpolate the coarse grid correction vH to the fine grid, yielding the fine
grid correction vh, then set vh = 0 in the exterior area Ek

h.

6. Correction: Add correction vh to the pressures ph for all elements in the
potential contact area.

The difference between this algorithm and the standard multigrid method
is that not only the defects dh but also the contact area Ck

h (active set) are
restricted to the coarse grid. The resulting area Ck

H defines the defect equation
on the coarse grid. In order to satisfy the condition that pI = 0 in the exterior
area, all quantities including the pressure, defects, corrections in the exterior
areas, Ek

h and Ek
H , are set equal to zero in this algorithm.

Figure 2.4: Standard coarsening means combining 2× 2 cells into one coarse grid cell.
For example, the shadow element 1 on the coarse grid (on the right) is obtained by
combining four shadow elements 1,2,7,8 on the fine grid (on the left).

The idea for coarsening is the simple and the most frequently used choice,
standard coarsening, i.e. doubling the element size in each direction (H = 2h).
An example is depicted in Fig. 2.4, where all elements are numbered in lexi-
cographic ordering. The restriction and interpolation operators are described
based on the shadow elements in Fig. 2.4. The details are as follows, where the
formulas in the first and the third items are used for the elements in both contact
and exterior areas.

1. Restriction of the defects: we apply the “four-point average”, a frequently
used restriction approach on cell-centered meshes. Take the shadow ele-
ments in Fig. 2.4 as an example, we have d1

H = 1
4
(d1
h + d2

h + d7
h + d8

h), where
the superscripts denote the element numbers.

2. Restriction of the contact area: among the elements 1,2,7,8, if there is at
least one element in the contact area Ch, then the coarse grid element 1,
which is obtained by combining these four elements, is put in the coarse
contact area CH .

3. Interpolation of the correction: we “copy” the correction of coarse element
1, v1

H , to the correction of the four corresponding fine grid elements, 1,2,7,8,
i.e.: v1

h = v2
h = v7

h = v8
h = v1

H . This seemingly very basic interpolation is
consistent with the restriction approach of the contact area, and appears
to be a robust choice for the irregular and possibly tiny contact regions
encountered in the rough contact problem, discussed below.
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2.4.3 The FMG Scheme

Figure 2.5: The FMG scheme.

It is well known that an accurate initial guess can accelerate the convergence.
This is even true for the contact problem where we must also identify the active
contact region. Therefore, the MG+active set algorithm is combined with a
nested iteration, which aims at providing an improved initial contact area and
pressure for the target grid. This leads to the FMG method. Fig. 2.5 illustrates
its structure, where each circle denotes a grid level. The method is described as
follows:

1. We start on the coarsest grid, where the LCP is solved accurately by an
active set algorithm. In other words, we use a direct solver for the governing
integral equation.

2. Solving the LCP results in a contact area C, pressures p, and the defor-
mations u where uI = −hI for I ∈ C. The pressures p and deformations
u are interpolated to a finer grid. The interpolation strategy of the former
is the “copy” strategy discussed before. For the latter, we use bi-linear
interpolation.

3. On the finer grid:

(3.a) Obtain an initial contact area based on the deformed distance e,
calculated by e = h + u, where the undeformed distance h can be
computed on this grid level. All the elements I for which

eI ≤ β ·max(u), (2.17)

are put into an initial contact area, with β a tolerance parameter.

(3.b) The LCP on this grid level is solved by several iterations of the
MG+active set algorithm, until the contact area does not change any-
more.
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4. Repeat steps 2 and step 3 until we reach the target grid, where the
MG+active set algorithm is applied to solve the final contact area, and
the pressures to the required accuracy here.

Remark 2.2. Setting a proper value for β in Step (3.a) is helpful. A large β-
value may result in a large initial contact area, whereas a small β-value typically
yields a small initial contact area which is contained in the true contact region.

Remark 2.3. In this FMG algorithm, the LCPs on intermediate grids are only
solved approximately, which gives a converged contact area, but the pressures do
not need to be of required accuracy. The converged contact area is “interpolated”
to the finer grid, based on the deformed distance. This appears sufficient for an
improved initial contact area and pressures on the target grid in the numerical
tests as seen in Section 2.5.

2.4.4 Analysis on Jacobi and Gauss-Seidel Smoothers

Since Jacobi and Gauss-Seidel (GS) relaxations are often used as smoothers in
multigrid for elliptic PDEs, we study them for our integral problem here. For
simplicity, a 2D problem is built: we consider a cylinder of infinite length, rolling
on a flat surface. Then, the contact area can be defined as [−α, α] in the x-
direction and “[−∞,∞]” in the y-direction. Thus, we focus on the pressure
distribution in the x-direction, leading to a 2D problem. We take the contact
area to be [−2.56, 2.56]× [−500, 500] mm2, which is discretized by a 32× 1 grid.
The resulting matrix A is dense, symmetric and Toeplitz.

Figure 2.6: (a) The eigenvalues of the Jacobi (no damping) iteration matrix. (b) The
eigenvalues of the (undamped) Gauss-Seidel iteration matrix, their absolute values are
given in (c).

Fig. 2.6(a) presents the eigenvalues of the Jacobi iteration matrix. As can be
seen, there is one eigenvalue far away from 1. This causes multigrid divergence
as the coarse grid correction might fail to reduce the component enlarged so
much. Damping by a very small parameter may shift it towards 1, but then
the correction to the solution in each iteration will be very small, making the
convergence slow. On the other hand, most eigenvalues are around 0.9. This
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implies inefficiency to eliminate the related eigenvectors. Hence, Jacobi as a
smoother for MG in our method is rejected.

Fig. 2.6(b) shows the eigenvalues of the GS iteration matrix in the complex
plane. The absolute eigenvalues are given in (c). All eigenvalues are bounded by
1, implying that GS is a convergent solver.

The spectral radii of Jacobi and GS for this integral equation are relatively
large. A dense coefficient matrix A for the integral equation [91] implies global
(i.e. nonlocal) dependence in the system. During relaxation, updating the pres-
sure at one point results in changes of the deformations at all other points. These
deformations accumulate, which influences the efficiency of the Jacobi and GS
relaxations.

To understand whether GS can be a smoother in MG for our problem, one
may suggest to apply the local Fourier analysis (LFA). This technique is however
based on the assumption that the relaxation is a local process, i.e. updating each
unknown uses the information from only a few neighbors. However, this is not the
case for our problem, where the information on all elements in contact is needed
to update one unknown, since each entry of the original coefficient matrix is
non-zero. Moreover, Fourier modes fail to resemble the shape of the eigenvectors
of the iteration matrix of this integral equation. We will therefore only check
with the help of the eigenvectors and eigenvalues of the iteration matrix for the
smoothing efficiency.

Figure 2.7: GS: (a) shows the error |ei| = |p−pi| after i GS iterations (i = 0, 10, 20),
where p and pi are the exact solution and the iterates, respectively. The error can
be expressed as e =

∑
j cjv

j , j = 1, ..., 32, where vj is the jth eigenvector of the
iteration matrix, with coefficients cj giving the contribution of this eigenvector to the
error. These coefficients are stored in one vector c, shown in (b) for different errors
ei in (a).

Fig. 2.7(a) shows the error |ei| = |p − pi| after the ith GS iteration, where
i = 0, 10, 20 and p is the exact solution. As expected, the error gets smoother
after more relaxations. The error e can be expressed as a linear combination of
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Figure 2.8: GS: the eigenvectors vih with i = 2, 4, 6, 8, 18, 32 are given in red dots in the
complex plane, h denotes the fine grid 32×1. The blue circles shows the corresponding
eigenvectors of GS on coarser 16× 1 grid.

the eigenvectors, i.e. e =
∑

j cjv
j. We plot these cj coefficients in Fig. 2.7(b) for

the three errors in (a). As can be seen, when the error becomes smooth after 20
iterations, the coefficients for most eigenvectors are almost zero, except for the
coefficients cj, j = 2, ..., 9.

Figs. 2.8(a)-(d) present in red dots the corresponding eigenvectors. Because
of the conjugate property of GS eigenvalues in Fig. 2.6(b), the pairs of eigen-
vectors have symmetric shape. So we do not show them here. These modes
are smooth. They correspond to the large eigenvalues in Fig. 2.6(c). The small
eigenvalues are connected to eigenvectors with complicated shapes, e.g., v18

h and
v32
h in Figs. 2.8(e) and (f), respectively. Therefore, similarly to the high- and

low-frequency Fourier modes, we can also separate the eigenvectors into rough
and smooth modes, where the former can be reduced by the smoother efficiently,
and the latter remain after smoothing.

A question is, whether the smooth modes vih with i = 2, 4, 6, 8 can be rep-
resented on a coarser grid. Fig. 2.8(a)-(d) gives in blue circles the eigenvectors
on a 16 × 1 grid, that have similar shapes as the fine grid smooth modes. We
see that the fine grid smooth modes that can not be reduced efficiently, can
be represented on the coarse grid, where they look rougher and can be reduced
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efficiently.
This shows numerically that GS may be a satisfactory smoother for our inte-

gral problem.

2.5 Numerical Experiment and Results

In this section, we perform two numerical experiments, on a smooth and on a
rough surface, respectively. We start by selecting a smoother and its damping
parameter for the MG solver. Then, three V-cycles are compared. The perfor-
mance of the MG+active set algorithm and the FMG method are investigated,
comparing with the original method. The efficiency of interpolation and restric-
tion of the active set is also discussed.

The stopping criterion is chosen as

‖ d ‖rms
‖ h ‖rms

≤ 10−6, (2.18)

where d is the defect, and the root-mean square norm is || · ||rms = || · ||2/
√
n,

with n the number of unknowns. Moreover, a 4× 4 grid is used as the coarsest
grid. We begin with the smooth contact surface experiment.

2.5.1 Test I: Hertzian Smooth Contact

The first test is a “Hertzian” case [44]. The undeformed distance function reads

h(x, y) =
1

2Rx

x2 +
1

2Ry

y2 − δ,

where Rx = 300 mm and Ry = 163 mm are the principal relative radii of curva-
ture, and δ = 0.1091 mm is the maximum inter-penetration of the undeformed
profiles. The potential contact area is (x, y) ∈ [−10, 10] × [−6, 6] mm2. Steel
material with shear modulus G = 82000 N/mm2 and Poisson’s ratio ν = 0.28
is used to calculate the coefficient matrix A in system (2.12). We solve for the
contact area, C, and the corresponding pressures, p.

An analytic solution to this normal contact problem is given in [44]. The
contact area is elliptic. For steel material in this test problem, the semi-axes of
the contact ellipse are a = 6.0 mm, b = 4.0 mm, where a and b are half widths of
the contact ellipse in the x- and y-directions, respectively. The normal pressure
is zero outside the contact ellipse. In the contact area, it has “semi-ellipsoidal”
form:

p(x, y) = pmax ·
√

1− (
x

a
)2 − (

y

b
)2,

where the maximum pressure, pmax = 3Fz/(2πab) = 1631 N/mm2, with total
load Fz = 82000 N .
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Results by the Multigrid Solver

First, we analyze the multigrid solver numerically to determine the efficiency of
the multigrid components. The system we solve here is the C0 system, which is
(2.12) defined on the initial contact area C0. In this test, the C0 system will be
solved to a high accuracy given by (2.18).

As analyzed before, the Jacobi relaxation is not a good smoother for MG,
particularly not when a fine discretization is used. Moreover, the damped Jacobi
and red-black GS also exhibit worse convergence. We therefore do not show these
results here.

The Gauss-Seidel relaxation with underrelaxation is required. To verify this,
we tested a damped GS smoother with ω = 0.8, ω = 1 (standard GS) and ω = 1.1
(SOR). The iteration numbers and convergence factors are given in Table 2.1
for two discretization resolutions. The convergence factor is defined as in [88]:

q̂(m) = m

√
‖dmh ‖rms

‖d0h‖rms
. Quantity q̂(m) is an average defect reduction factor over m

iterations, so it may be an accurate estimate for the multigrid convergence, if
m is sufficiently large. The smaller the convergence factor is, the better the
convergence performance. In our tests, m is chosen to be the total number of
iterations when the desired accuracy is achieved.

Discretization ω = 0.8 ω = 1 ω = 1.1

64× 64 9 (0.19) 9 (0.20) 10 (0.24)
128× 128 9 (0.20) 10 (0.24) 11 (0.28)

Table 2.1: Hertzian contact: The number of V(1,1)-cycles by multigrid with GS
smoothers to solve C0 system. The convergence factors of multigrid are given in brack-
ets.

From Table 2.1, we find that the GS method with ω = 0.8 is a fine choice,
since its convergence factor is the smallest and it requires only 9 iterations on
a 128 × 128 grid. In [91], Jacobi and Gauss-Seidel were regarded as unstable
smoothers. However, the latter with underrelaxation works well for our integral
problems. Hence, we will use GS with ω = 0.8 as the smoother in our multigrid
method.

Remember that in our MG solver also the contact area is restricted to the
coarse grid. The results in the table imply that this special strategy is efficient
and results in a mesh-independent solver.

Results by the MG+Active Set Algorithm

We arrive at the analysis of the MG+active set algorithm to solve the LCP
(2.9)-(2.11). Three V-cycles, V(1,1), V(1,0) and V(0,1) cycles, are implemented
in the MG+active set algorithm. Table 2.2 shows the numbers of active set
iterations by the MG+active set algorithm (one active set iteration is combined
with one MG cycle) and by the original method. As can be seen the former
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requires slightly more active set iterations than the latter. Moreover, the iteration
numbers increase as the problem gets larger by the two methods.

Discretization V(1,1) V(1,0) V(0,1) Active set+CG

32× 32 9 (35) 15 (39) 15 (39) 5 (74)
64× 64 9 (36) 16 (43) 16 (43) 7 (123)

128× 128 10 (40) 18 (48) 16 (43) 8 (182)
256× 256 12 (48) 21 (56) 20 (53) 9 (260)

Table 2.2: Hertzian contact: the total number of active set iterations by the MG+active
set algorithm and the original method, with the numbers of work units in brackets.

However, the dominant effect of the computational time is the total number
of matrix-vector products (MVPs). Therefore, we make a comparison for these
between the MG+active set algorithm and the original method. In our algorithm,
the damped GS smoother can be regarded as one MVP. Hence, one V(1,1)-cycle
calculates three MVPs on each grid level (except for the coarsest grid, where the
cost can be ignored): one for both pre- and post-smoothing, and one to compute
the defect. Similarly, V(1,0)- and V(0,1)-cycles have two MVPs on each grid
level. The cost of an MVP reduces by a factor 4 when going to a next coarser
grid. Let the cost for one MVP on the target grid be one work unit. Then,
the total numbers of work units are rounded and given in brackets. It can be
observed that the V(1,1)-cycle requires fewer MVPs than the other two V-cycles.

As a comparison, the number of work units by the original method is also
shown in this table, where one MVP is equal to one CG iteration. We can find
that the MG+active set algorithm shows a great reduction of the number of work
units compared with the original method.5

Results by the FMG Method

Now, we combine the MG+active set algorithm with the FMG technique, where
we choose β = 0.003 in Eq. (2.17) to determine the initial contact area on finer
grids, and present the convergence results in Table 2.3. We find that the numbers
of active set iterations on the target grid are fewer when the FMG technique is
used, comparing with the results in Table 2.2. Moreover, these numbers stay
stable or even decrease as the problem size gets larger.

The numbers of work units are given in brackets. FMG presents a significant
reduction of work units comparing with the original method shown in the last
column of this table. Among these three V-cycles, the V(0,1)-cycle has the
smallest cost for the larger problem 256× 256.

A comparison is made of the difference between the initial contact area and
the converged contact area when solving on the 32× 32 grid, which is shown in
Fig. 2.9, where the dots of dark color denote the elements in the contact area

5Note that MVPs have complexity O(n logn) if FFTs can be applied, but are O(n2) if this is not
the case.
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Discretization V(1,1) V(1,0) V(0,1) Active set+CG

32× 32 6 (24) 13 (36) 13 (36) 5 (74)
64× 64 6 (27) 11 (32) 11 (32) 7 (123)

128× 128 5 (23) 9 (27) 8 (24) 8 (182)
256× 256 7 (34) 9 (29) 7 (24) 9 (260)

Table 2.3: Hertzian contact: the total number of active set iterations by FMG on the
target grid and by the original method, with the numbers of work units in brackets.

Figure 2.9: Hertzian contact: contact areas on a 32 × 32 grid: (a) the initial contact
area obtained by the original method, selecting all the elements I with hI ≤ 0, (b) the
initial contact area by the FMG scheme, (c) the converged contact area.

and light color dots represent the exterior area. The V(1,1)-cycle is used in the
FMG method.

It can be seen from the figure that the initial contact area, using the FMG
scheme (in (b)) resembles better the converged contact area (in (c)), than the
initial contact area (in (a)) based on the original approach using the undeformed
distance. This implies that the approach to “interpolate” the contact area, based
on the deformed distance, is efficient in this case.

FMG and the Discrete Error

The FMG method has the interesting property that it can achieve the discrete
error after several MG iterations on the target grid. Here, we also check this
property for our problem and our FMG method. For different grid scenarios,
Table 2.4 shows the discrete error ||p − ph||rms and the numerical error after
the kth MG iteration on the target grid (k = 0, 1, ..., 5). h = max(hx, hy) is the
maximum mesh size. “(C)” indicates that after this iteration, the contact area
is modified, and “−” means that the numerical error does not change.

As can be seen, discrete error ||p − ph||rms for different discretization gives
O(h) accuracy of the pressure, which is also indicated in [51]. FMG achieves the
discrete error after a few iterations. Then, more MG iterations do not help to
reduce the discrete error. Moreover, for the 256×256 problem, the error already
reaches the discrete error even when small modifications of contact area are still
to be made.
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Discretization 8× 8 16× 16 32× 32 64× 64 128× 128 256× 256
h 2.5 1.25 0.625 0.3125 0.1563 0.0781

0 315.19 239.54 142.09 78.97 41.04 22.84
1 56.73 81.92 (C) 44.12 (C) 17.51 (C) 8.14 (C) 10.00 (C)
2 44.90 33.73 18.57 (C) 7.63 4.55 (C) 4.07 (C)
3 − 28.31 16.74 6.82 3.67 (C) 2.36 (C)
4 − − − − − 1.97 (C)
5 − − − − − −

||p− ph||rms 45.29 27.69 16.59 6.77 3.70 1.97

Table 2.4: Hertzian contact: the norm ||p − pFMG
h ||rms. The first column gives the

number of iterations, where 0 indicates the initial error. h = max(hx, hy) is the
maximum mesh size. “(C)” means that after this iteration, the contact area is modified,
and “−” means that the numerical error does not change. The V(1,1)-cycle is used in
FMG. ||p− ph||rms shown in the last row is discrete error.

2.5.2 Test II: Rough Surface Contact

We implemented a problem of friction-less contact between a smooth, rigid flat
ended circular punch and a rough, elastic half-space, see also [52]. Fig. 2.10(a)
shows a general profile of this problem. The data are given, as follows:

• Potential contact area: [−6, 6]× [−5, 5] mm2.

• Diameter of the punch: D = 8.97 mm.

• Decay factor: γ = 0.8.

• Material parameters of the rigid punch: G1 = E1 =∞.

• Material parameters of the half-space: ν2 = 0.28 (steel), G2 = 40000 N/mm2.

• Coefficient of friction: µ = 0.

Figure 2.10: (a) The general profile of rough surface contact; (b) Undeformed state in
1D situation.

In a friction-less contact with an elastic solid, the contact stresses only depend
on the shape of the gap between the two contacting bodies before loading, i.e.
on the undeformed distance [44]. Fig. 2.10(b) gives the configuration in a 1D
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Figure 2.11: The rough surfaces for four successive grids. They indicate similar shapes.

situation, where the reference plane coincides with z = 0, since the mean of the
surface heights, generated by the method discussed in Section 2.2.5, is equal to
zero. According to this figure the undeformed distance h can be calculated, as
follows:

h(x, y) =

{
−[z(x, y) + δ], when x2 + y2 ≤ (D/2)2

∞, otherwise

where δ is the penetration, which is negative when the punch is above the refer-
ence plane and positive below the reference plane.

The rough surface generated in Fig. 2.3(b) by the technique explained in
Section 2.2.5 is used. For the FMG algorithm, the surface height on each grid
level is computed. Fig. 2.11 presents the surfaces on four successive grids, showing
similar shapes.

The experiments are implemented for Cases 1, 2, 3 with δ equal to −0.11 mm,
0.01 mm and 0.25 mm, respectively. The penetration δ governs the percentage
of the actual contact area w.r.t the surface of the punch, which is 5.0%, 12.0%
and 28.2% in the Cases 1-3, respectively.
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Results by FMG

Table 2.5 gives the total number of active set iterations by FMG on the target
grid, and by the original method to solve Case 1. FMG needs fewer iterations
than the MG+active set algorithm, the results of which are not shown here. As
can be seen from the table, FMG does not show a superiority compared to the
original method when considering the iteration numbers. However, as expected,
a reduction of work units by FMG is found. Moreover, as the problem size gets
larger, the number of work units increases for the original method whereas it
stays stable for the FMG method. The V(1,1)-cycle requires fewer work units
than the other two cycles for each problem size.

Case 1: δ = −0.11, 5.0% contact

Discretization V(1,1) V(1,0) V(0,1) Active set+CG

32× 32 7 (32) 14 (40) 14 (39) 3 (35)
64× 64 7 (31) 14 (40) 14 (40) 5 (69)

128× 128 7 (31) 14 (40) 14 (41) 6 (112)
256× 256 7 (32) 13 (39) 13 (39) 8 (167)

Table 2.5: Rough contact Case 1: the total number of active set iterations by FMG
and the original method, with the numbers of work units in brackets.

Case 2: δ = 0.01, 12.0% contact

Discretization V(1,1) V(1,0) V(0,1) Active set+CG

32× 32 7 (31) 13 (36) 13 (36) 4 (57)
64× 64 8 (36) 14 (40) 15 (43) 5 (90)

128× 128 8 (36) 14 (41) 14 (41) 8 (148)
256× 256 7 (33) 12 (37) 12 (38) 8 (221)

Table 2.6: Rough contact Case 2: the total number of active set iterations by FMG
and the original method, with the numbers of work units in brackets.

Case 3: δ = 0.25, 28.2% contact

Discretization V(1,1) V(1,0) V(0,1) Active set+CG

32× 32 8 (35) 14 (40) 15 (42) 5 (72)
64× 64 8 (37) 15 (45) 14 (42) 6 (107)

128× 128 7 (34) 13 (39) 14 (42) 8 (169)
256× 256 7 (35) 12 (38) 12 (38) 9 (244)

Table 2.7: Rough contact Case 3: the total number of active set iterations by FMG
and the original method, with the numbers of work units in brackets.

The results in Tables 2.6 and 2.7 for Case 2 and Case 3, respectively, show
the same behavior. Comparing these three cases, the work units by the original
method grow as the penetration δ increases, i.e. as more elements come in
contact. However, FMG shows stable work units for the three cases.
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Case 3: δ = 0.25, 28.2% contact

#it 20 15 10 5 4

32× 32 5(110) 5(85) 5(60) 6(42) 7(42)
64× 64 6(132) 6(102) 6(72) 8(56) 10(60)

128× 128 8(176) 8(136) 8(96) 11(77) 14(84)
256× 256 9(198) 9(153) 10(120) 15(105) DIV

Table 2.8: Rough contact Case 3: the total number of active set iterations by inaccurate
CG in the original method, with the numbers of work units in brackets. The second
row is the number of CG iterations in each active set iteration.

Figure 2.12: Rough contact: contact area on a 32 × 32 grid for Cases 1, 2 and 3.
The first column: the initial contact area obtained by the original method, selecting all
the elements I with hI ≤ 0; the second column: the initial contact area by the FMG
scheme; the last column: the converged contact area.

The above comparison shows inefficiency of the original method, which solves
the system in each active set iteration to high accuracy by CG. One may solve
the system approximately by several CG iterations. We show the results for Case
3 in Table 2.8, where the second row “#it” gives the number of CG iterations
in each active set iteration. We find that a larger number of active set iterations
is needed when fewer CG iterations are used. Divergence even occurs when
only four CG iterations are used to modify the active set for the 256 × 256
problem. Comparing with Table 2.7, this method requires fewer work units than
the original method, but still more than the FMG method.

Fig. 2.12 displays the contact areas obtained on a 32 × 32 grid for these
three cases, where the ith row denotes Case i, i = 1, 2, 3. The first and second
columns are the initial contact areas obtained by the original method and by
FMG with a V(1,1)-cycle, respectively. The last column gives the converged
contact area in each case. It can be seen again that the initial contact areas,
obtained by the FMG scheme resemble much better the converged contact areas,
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than those obtained by the original method for these three cases. It turns out
that, the strategy to obtain the initial contact area is efficient even when the
area is irregular.

2.6 Conclusion

In this chapter we presented a full multigrid method, which is a combination of
a multigrid method, an active set algorithm and the nested iteration approach,
to solve linear complementarity problems arising from elastic normal contact
problems.

Multigrid using a damped GS smoother is efficient for solving the correspond-
ing integral equations, that give rise to a dense coefficient matrix. One multigrid
cycle within an active set iteration appears to be sufficient to give an approximate
solution to modify the contact areas efficiently and accurately. In particular, we
do not only restrict the defects but also the contact area, and we set quantities
outside the contact area equal to zero.

The FMG scheme provides accurate initial pressures when solving system
(2.12), and also a highly satisfactory initial contact area, resembling the con-
verged contact area much better than the initial contact area in the original
method. The number of active set iterations and work units by FMG stays sta-
ble or even decreases as the problem size gets larger. Moreover, the FMG method
achieves discrete error accuracy in a few iterations on the target grid.

According to the results for the rough surface contact, the FMG method shows
robustness for the LCP on irregular computational domains. This is different
from [78], where difficulties of FMG are reported for rough contact problems
since the coarse grid could not represent the roughness well. In our FMG similar
rough surfaces are generated on the successive grids.

The GS smoother is not a simultaneous displacement relaxation, hence a fast
computing technique for MVPs, such as FFT computations or MLMI, can not
be applied. In the next chapter, we will search for a more efficient smoother
where the FFT can be applied for acceleration.





Chapter 3
Multigrid with FFT smoother for a 2D
Frictional Contact Problem

In this chapter we present the first part of the study to frictional contact prob-
lems, where we consider a 2D simplified model which is based on linear con-
straints. A Fredholm integral equation of the first kind is to be solved, for which
we develop a fast multigrid solver. After discretization on a rectangular con-
tact area, the integral equation gives rise to a linear system with the coefficient
matrix being dense, symmetric, positive definite and Toeplitz. A so-called FFT
smoother is proposed, which is based on a preconditioner M that approximates
the inverse of the original coefficient matrix, and which is determined using the
fast Fourier transform (FFT) technique. The iterates are then updated by a
Richardson iteration. The FFT smoother significantly reduces most components
of the error, but enlarges several smooth components. This causes divergence
of the multigrid method. Two approaches are studied to remedy this feature:
subdomain deflation and row sum modification.1

3.1 Introduction

3.1.1 Physics

The frictional contact problem has attracted interest from many researchers,
due to its applications in the industry and engineering fields, e.g. rolling contact
fatigue (RCF) [29], the fatigue life of machine elements [89], friction and wear
[22, 77, 41]. This problem concerns two elastic bodies. When they are pressed
together, the forces they obtain from each other result in elastic deformation.
This yields a contact area where the surfaces of the two bodies coincide, and exert
stresses on each other. These stresses are composed of normal stress (pressure)

1The contents of this chapter have been published in paper [113]: J. Zhao, E.A.H. Vollebregt
and C.W. Oosterlee. Multigrid with FFT smoother for a simplified 2D frictional contact problem.
Numerical Linear Algebra with Applications, 21(2):256-274, 2014.

35
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and frictional stress (traction) acting in the tangential direction. When and
where the frictional stress is small, the two bodies stick to each other. However,
local sliding occurs where the frictional stress is large enough. The challenge is
to find the distribution of the frictional stress, and the subdivision of the contact
area: which part is an adhesion area and in which part does slip occur.

The model for frictional contact starts with a known contact area and pressure
distribution. Then the frictional stress should satisfy:

1. In the adhesion area, the magnitude of the tractions should not exceed the
traction bound, and there is no slip.

2. In the slip area, the traction bound is reached, and the resulting slip points
in the opposite direction of the tractions.

The traction bound comes from the friction law that is used. For this one
may take Coulomb’s law locally, which states that the traction bound equals the
product of the normal pressure and a friction coefficient. The magnitude of the
tangential tractions should be less or equal to the traction bound. This gives rise
to inequality constraints. Moreover, when slip occurs, equality should hold, and
the directions of the tangential tractions and the resulting slip should be opposite.
This brings linear constraints in 2D problems, and nonlinear constraints in 3D
problems. As a result the solution of frictional contact problems is quite involved,
takes considerable computing time, so that faster solution methods need to be
sought.

3.1.2 Solution Strategies

The classic solutions to frictional contact problems with partial sliding stem
from the work by Cattaneo [13] and Mindlin [64]. In the last decades, other
solution techniques have been studied, for example Johnson [44] and Kalker [51]
contributed with fundamental work.

Numerical solution techniques typically employ variational inequalities [44,
51, 107]. They are generally divided into two classes. One class is based on
the finite element method (FEM) [53, 107, 56, 19, 6, 39], which is widely used,
especially in the case of large deformations, and nonlinear elastic materials. This
method typically focuses on overall behavior. Due to the discretization of the
contacting bodies, this method can be computationally expensive. The other
class is governed by the boundary element method (BEM) [51, 2, 62, 55], which
is well-suited for “concentrated contact” and efficient for homogeneous elastic
problems. The boundary value problem is transformed to a boundary integral
equation. The dimensionality of the problem decreases, i.e., the 3D contact
problem is solved by considering 2D contact regions where only the boundary is
discretized. Hence, this method reduces the computational time significantly.

When the contacting bodies are of different materials, the tangential tractions
and normal displacements interact with each other. In this case, the normal
and tangential problems cannot be easily separated. A straightforward way to
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process it is to solve a fully coupled formulation [106]. Another popular approach
is via the so-called “Panagiotopoulos process” [69, 28, 51]. In each iteration,
the normal problem is solved first followed by the tangential problem. When
contacting bodies are of the same material, i.e. a so-called quasi-identity case,
these two problems can be decoupled, and one iteration is sufficient [51].

3.1.3 Solution Algorithms

Kalker’s variational approach [51], which is a prominent method for the rolling
contact problem, employs the Green’s function for the elastic half-space. This
is a BEM, where Coulomb’s law is applied locally. A fine discretization is used
inside the contact area. Dense matrices need to be solved for the elements in the
contact area.

As a solution algorithm, the TANG algorithm was proposed in [50]. It applies
an active set strategy [65], which leads to systems of nonlinear equations that
are solved using Newton’s method and Gauss-elimination. This approach has
O(n3.5) complexity, with n the number of contact elements. Another method
is the ConvexGS method [95]. It reduces the global problem to a small-sized
optimization problem on each element, and solves these by a block Gauss-Seidel
iteration. This method is incorporated into the software CONTACT [101]. How-
ever, the Gauss-Seidel process is also relatively slow for fine discretizations with
a complexity of about O(n2.3) [96].

Different from the BEM, the FEM is based on a large number of elements
covering whole contacting bodies, while much fewer elements are placed in the
contact area. Sparse matrices are solved, but the size of the matrices is much
larger than the dense matrices involved in the BEM. Algorithms include the
penalty approach, the augmented Lagrangian technique, etc. Comparing with
the BEM method, we encounter similar approaches for the nonlinear equations,
like Newton-based methods [107], or a nonlinear Gauss-Seidel method [45] that
is similar to ConvexGS.

Solving the surface integral problem has always been the most time-consuming
part of the tangential contact problem. Within the context of a prescribed con-
tact area, this integral equation is a Fredholm integral of the first kind. Using
rectangular elements for discretization on a rectangular domain, the normal con-
tact problem leads to a linear system with its coefficient matrix being dense,
symmetric and positive definite (SPD). The 2D tangential contact problem is
also linear, but in 3D the tangential problem becomes nonlinear. Moreover, the
underlying matrix is a Toeplitz matrix for 2D problems and a block Toeplitz
matrix with Toeplitz blocks (BTTB) for 3D problems. This structure can be
exploited using fast algorithms.

Toeplitz matrices occur in various engineering fields, e.g. image deblurring
and signal processing (e.g. [34, 79]). Besides the direct solution methods, e.g. [1],
a popular iterative method for these matrices is the preconditioned Conjugate
Gradient (PCG) algorithm, where circulant and Toeplitz preconditioners were
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studied in [85, 38, 15, 30]. As an efficient iterative method, multigrid has also
been applied and analyzed, e.g. in [14, 18, 7, 82]. From the point of compu-
tational cost, Lubrecht and Venner [91] applied a multi-level multi-summation
(MLMS) technique. Fast Fourier transforms (FFT) have been used successfully
for contact problems too [84], for speeding up matrix-vector multiplications for
Toeplitz matrices.

3.1.4 Contents of This Chapter

The motivation of our work in this chapter is to improve the computational
speed for solving a 2D frictional contact problem. In the previous chapter, we
presented a full multigrid method for the normal contact problem [112]. An im-
portant component there involved the restrictions and interpolations of functions
on changing, irregular domains. There we used the Gauss-Seidel iteration as a
smoother, because of its robust convergence properties. However, this smoother
leads to O(n2) complexity for the overall solution algorithm. The use of FFTs
for speeding up the NORM algorithm was addressed in [100], as well as a way to
use FFTs for creating a preconditioner. Here we investigate the possibilities of
this algorithm as a smoother in the multigrid algorithm. This appears to be not
so straight-forward as one might expect. Therefore in this chapter we first focus
on a 2D problem in which no slip occurs, and aim to expose the difficulties and
remedies that can be used. The 3D frictional contact problem will be solved in
Chapter 4.

This chapter consists of six sections. Section 3.2 formulates the 2D frictional
rolling contact problem. Furthermore, it specifies the first model problem for
later discussions on efficiency and convergence. Our FFT smoother is proposed
in Section 3.3, including the construction and discussion of its smoothing prop-
erties. The investigation of the FFT smoother in the multigrid method shows
its ability to significantly reduce most of the components of the error except for
several problematic modes. Section 3.4 studies two different remedies for these
modes: subdomain deflation (SD) and row sum modification (RSM). Three nu-
merical experiments on different model problems are presented in Section 3.5. In
addition, the FFT+RSM as a solver, rather than as a smoother, is also discussed.
The last section concludes the chapter.

3.2 Formulation of the 2D Frictional Contact Problem

This section gives a general introduction of the 2D frictional contact problem
along the lines of the presentation in [102]. More details can be found in [51]. A
first model problem, called “MP1”, is defined at the end of this section. It will
be used in the investigation and discussion in the sections to follow.
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3.2.1 Physics of the Frictional Contact Problem

Let’s consider the train wheel rolling on a rail. Both the wheel and rail experience
deformations due to the forces they obtain from each other. After deformation,
the surfaces of the two bodies coincide and an area of contact occurs. With the
position information before deformation, we can solve for the resulting deforma-
tion, including the contact area and the traction on it.

This traction includes pressures in the normal direction and frictional stresses
acting tangentially. The former can be obtained by the classical Hertzian the-
ory [36] if the contacting surface is smooth and quadratic or by a numerical
method (e.g. [101]) if the situation is non-Hertzian. It is compressive in the
contact area and zero outside. The latter results from “creepage”. This is the
average relative velocity between the surfaces, and is given by the difference be-
tween the forward velocity V and the circumferential velocity ωR. Creepage is
accommodated partly by elastic deformation and partly by local sliding in the
contact patch. As illustrated by the example of tug of war in Fig. 1.1, in both
cases frictional stress is invoked, either to create deformation for keeping the
surfaces sticking together, or opposing the local slip velocity.

A typical size for the contact between steel wheel and rails is 10×10mm, and
the corresponding penetration is 0.01mm. The elastic deformations decrease
by 1/r, with r the distance to the contact area, and the stresses and strains
decrease in proportion to 1/r2. Therefore the stresses and strains are negligible
at distances of a few centimeters outside the contact patch. This is the reason
why the overall and local problems may be decoupled [51].

3.2.2 Mathematical Model of the Frictional Contact

For a detailed study of the components of the contact solver, in this chapter we
focus on a 2D frictional contact problem. Fig. 3.1 depicts a cylinder rolling over
a flat surface, with its axle parallel to the y-direction. This is a situation of “line
contact” where “plane strain” occurs. In this situation there’s no dependence on
the y-coordinate, so that we focus from a 3D on a 2D situation.

Figure 3.1: The 2D line contact problem.
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Modeling starts from the assumptions of linear elasticity, small displacements
and displacement gradients, and uses a quasi-static approach. The basic equa-
tions obtained from these assumptions describe equilibrium of the forces every-
where in the contacting bodies at all times (ignoring effects of inertia), give
the relation between displacements and strains, and describe the strain of the
material as a function of the stresses applied (constitutive equation). We are in-
terested mostly in the quantities at the surfaces of the contacting bodies. Since
the tractions on the two bodies are the same and opposite, we need only consider
the tractions acting on one of them. Moreover, if the bodies are of equal elas-
tic materials, the displacements are of equal size and opposite too, and can be
combined into a single “displacement difference”, called displacement for short.2

The 3D tractions acting on the upper surface are denoted by p. The com-
ponent in normal direction is pz = p · n with n = (0, 0, 1)T the inward normal
(coordinate system aligned with the contact plane). The pressure pz is com-
pressive in the contact area C and vanishes outside. Assuming that the normal
contact problem has been solved before, pz and C are prescribed, we concen-
trate on the tangential problem. Further, since we focus on a 2D situation the
unknowns in the contact plane are functions of the position x and the time t.

Three aspects, i.e. creepage, elastic deformation and friction between two
contacting bodies are taken into account in the model. First of all, the rigid slip
velocity wx in the undeformed state must add up with the actual slip velocity sx
and the change of deformation Dux/Dt [102]:

sx(x, t) = wx(x, t) +
Dux(x, t)

Dt
, (3.1)

where subscript x denote the x-direction in Fig. 3.1. A material time derivative
D
Dt

is used for the change of deformation so that the same equation can be
used with moving coordinates. In case of wheel-rail contact with a world-fixed
coordinate system this term equals ∂ux/∂t.

Concerning the third aspect, friction, the contact area C is divided into an ad-
hesion and a slip area, determined by the following contact conditions, amounting
to Coulomb’s friction law applied locally in each point x ∈ C(t):{

In adhesion area H(t) : |sx(x, t)| = 0, |px(x, t)| ≤ g(x, t),
In slip area S(t) : |sx(x, t)| > 0, px(x, t) = −g(x, t) sgn(sx(x, t)).

(3.2)

These conditions state that the tangential traction is bounded by a traction
bound g(x, t) = µ pz(x, t), where µ is the friction coefficient. When the tangential
traction reaches the maximum, local slip occurs, and the traction opposes the
slip. In 2D this simply requires us to find the sign of the slip velocity, which is
typically the same as the sign of wx. In 3D, this problem becomes much more
complicated and we will discuss it in Chapter 4.

The second aspect mentioned above, concerning the deformation as a function
of stresses px, is addressed below.

2The situation of equal elastic constants is called quasi-identity [51], and is assumed here for
simplicity; the same theory works for bodies of different materials.
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3.2.3 The Half-Space Approach

The slip velocity sx in (3.1) depends on the overall motion (the rigid slip ve-
locity wx) and the rate of change of the deformation Dux/Dt. To calculate the
deformation ux(x, t), we use the half-space approach, which was discussed in Sec-
tion 2.2.3. The idea is to approximate the elastic field in the contacting bodies,
by considering each body as a half-space, a semi-infinite elastic solid bounded
by a plane surface. Based on the classical solutions by Boussinesq and Cer-
ruti (see Johnson [44] or Kalker [51]), the relation between surface tractions and
deformations is the following:

ux(x, t) =

∫
C(t)

Axx(x, x′) px(x
′, t) dx′. (3.3)

This integral indicates that at one time instant, the deformation ux at one point
x is influenced by the tractions at all points x′ in the whole contact area. Note
that relation (3.3) is instantaneous, there’s no dependence on the prior history.
This is because of the quasi-static approach in which the effects of inertia on the
elastic field are ignored. The kernel function Axx(x, x′) is the influence function
for the x-component deformation at a surface point x, due to the contribution
of a unit x-direction traction at another surface point x′. Similarly as stated in
Eq. (2.6), we have

Axx(x, x′) = Axx(x− x′). (3.4)

3.2.4 Discretization

In the 2D problem, shown in Fig. 3.1, the contact area is a strip of infinite
length in the y-direction. Hence, the real contact area is [−a, a]× [−∞,∞]. One
way of dealing with this “infinite region” is by truncating the contact area to
[−a, a] × [−b, b] with a � b. We only use a single element for discretization in
the y-direction, and n elements in the x-direction. Quantities in the y-direction
can then again be ignored due to plane strain. An advantage of this approach
is that 2D problems can be solved with the same code as 3D problems, without
any reference to the influence functions for 2D. Since the following discussion
concentrates on the quantities in the x-direction, as a reminder, we drop subscript
x from ux, px, sx, wx, and superscript xx from influence coefficients Axx.

Now, we discuss the discretization of the integral (3.3) and the slip Eq. (3.1)
on a rectangular domain. A cell-centered mesh is used. The surface traction is
approximated by an element-wise constant function. Then, the integral (3.3) is
discretized as:

uI =
n∑
J=1

AIJ pJ , I = 1, ..., n, (3.5)

where I, J are element indices. In a matrix form, we obtain:

u = Ap, u,p ∈ Rn, A ∈ Rn×n. (3.6)
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The coefficient matrix A is dense and SPD. In 2D it has a Toeplitz structure due
to the space-invariance property in (3.4). In 3D problems, the coefficient matrix
is a block Toeplitz with Toeplitz blocks (BTTB).

In our multigrid approach for the 3D normal contact problem in Chapter 2, we
used a Gauss-Seidel smoother. Because A is dense, this smoother has arithmetic
complexity O(n2) and is difficult to parallelize. This solver is therefore not
competitive to algorithms based on FFTs (exploiting the Toeplitz structure) or
multi-level summation (also exploiting (3.4)) that are of complexity O(n log(n)).
Therefore our target is here to construct a smoother that is parallelizable and
has O(n log(n)) complexity, for solving the 2D tangential contact problem.

The slip Eq. (3.1) in rolling problems can be discretized with a sequence of
time steps with step length δt = t−t′, where t and t′ are the current and previous
time instants, respectively. Then Eq. (3.1) yields [96]:

s = w + (u− u′)/δt. (3.7)

This uses the implicit Euler approach.

3.2.5 The First Model Problem

We specify a model problem, “MP1”, for the following discussion about efficiency
and convergence of the smoother in our MG solver. It is defined as follows:

• The cylinder in Fig. 3.1 is pressed first to a flat surface and is then shifted,
instead of rolled. Hence the deformation at a previous time step u′ is zero
and the time-dependence is not present.

• We assume that the friction coefficient µ = ∞. In this case, the traction
will not reach the traction bound and no slip occurs. Eq. (3.7) becomes:

s = w + u/δt (since u′ = 0)

= w + Ap/δt (due to Eq. (3.6))

= 0 (due to µ =∞). (3.8)

Therefore, the system to be solved is

Ap = u, (3.9)

where u = −δtw with (δtw) the rigid shift.

• The cylinder and the flat surface have Poisson’s ratio ν = 0.28 and shear
modulus G = 82000 N/mm2, typical values for steel. These two parameters
are used to compute the influence coefficients.

• The potential contact area is [−4, 4]× [−50, 50] mm2. We use an n×1 grid
for discretization, yielding a Toeplitz coefficient matrix A in Eq. (3.9).
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• We set the rigid shift (δtw) to be constant with 0.0008 mm and we solve
for the traction p.

Summarizing, MP1 reduces the commonly 3D problem to a 2D problem. For sim-
plicity, it excludes time-dependence and contact conditions. We solve Eq. (3.9)
to get the tractions p. The right-hand side of this system is constant in MP1, but
we will also consider a space-dependent right-hand side in MP2 in Section 3.5.

3.3 FFT Smoother for Multigrid Method

The multigrid method shows its great efficiency particularly when solving elliptic
PDEs. It has also been developed for integral equations of the first kind (e.g. [104,
10]) and of the second kind (e.g. [33, 3, 35]). The integral (3.3) in the 2D problem
is of the first kind. Since a smoother is essential for a multigrid solver, we focus
on finding a satisfactory smoother in this chapter. Our target is to design a
solver of O(n log(n)) complexity, with n the number of unknowns.

This section consists of three subsections. We construct the FFT smoother in
the first subsection and analyze its smoothing properties in the second subsection.
The last subsection shows multigrid convergence with this smoother.

3.3.1 Construction of the FFT Smoother

Consider solving a system Ap = u where p and u are the tractions and de-
formations, respectively. The FFT smoother is inspired by the idea of using
FFTs for matrix-vector products (MVPs) for Toeplitz matrices. It is based on a
Richardson iteration without relaxation parameter, which reads:

pk+1 = pk + d̂k, (3.10)

where
d̂k = Mdk, (3.11)

i.e. the correction is based on the current defect dk = uk −Apk, preconditioned
by matrix M . The challenge is to construct the preconditioner M . Since M is
required to be an accurate approximation for A−1, we analyze the columns of
A−1 first. From the mechanics point-of-view, the Kth column of A−1 represents
the traction pattern, which results in a unit deformation on element K and zero
deformation on the other elements.

Consider a 16×1 problem in MP1 as an example. Fig. 3.2(a) depicts columns
cK of A−1, where K = 1, 3, 8, 12. The pattern in the Kth column reveals the
largest positive component at element K, and negative components for other
elements. Such a pattern physically implies that on element K, a traction is
arranged to obtain a unit deformation, with opposite tractions on the other
elements to prevent the deformation there.

This figure also shows that, except for the column at the boundary, the other
columns of A−1 have similar patterns. This implicitly is an indication for the
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Figure 3.2: (a) The first, third, eighth and twelfth columns of A−1, and (b) the coeffi-
cients obtained by FFTs to approximate them (for a 16× 1 problem).

Toeplitz-like structure of matrix A−1. Therefore, we construct a Toeplitz precon-
ditioner M , using the coefficients obtained by approximating only one interior
column of matrix A−1.

The approximation of such a column can be done by the FFT technique. It is
a powerful technique for efficiently computing with specially structured matrices,
e.g. circulant and Toeplitz matrices. Both FFT and inverse FFT (IFFT) reduce
the cost of an MVP, Ax = b, from O(n2) to O(n log(n)) operations, with n the
number of unknowns. The main idea is to transform the coefficients of matrix
A and vector x by FFTs to the Fourier domain, where point-wise multiplication
is implemented, after which we transform back by the IFFT to the physical
domain. We refer to [90, 66] for more details. If b is given, x is approximated by
transforming b and A to the Fourier domain and then by back transformation
after point-wise division.

By this approach we approximate the Kth column of A−1 in our model prob-
lem. The algorithm is given as follows:

1. Denote the vector a with all the influence coefficients, i.e.

a = [a−(n−1), ..., a−1, a0, a1, ..., an−1],

which uniquely determines this Toeplitz coefficient matrix A.

2. Extend the vector u = [0, e] of the same size with a, where e = [e0, e1, ..., en−1]
is a unit vector of size n and the Kth component eK = 1.

3. The coefficients to approximate the Kth column can be obtained by:

mK = IFFT [FFT (u)./FFT (a)].

This formula means that both u and a are transformed by FFTs into the
Fourier domain, where pointwise division (./) is done, after which the result
is transformed back by the IFFT.
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Here, steps 1 and 2 are illustrated in Fig. 3.3. Fig. 3.2(b) shows the resulting
approximations for the columns in (a) by this algorithm. As can be seen, the
left half part of the patterns in (b) have similar shapes as those in (a).

Figure 3.3: Steps 1 and 2 in the algorithm for approximating the Kth column of A−1

by FFTs.

We choose to approximate the center column K = n/2 of A−1 in our method.
The left half part of the resulting coefficients are denoted by

m = [m−(n−1), ...,m−1,m0,m1, ...,m(n−1)],

with mi = m−i, i = 1, ..., (n − 1) and m0 the largest positive component. The
dense, symmetric Toeplitz preconditioner M is defined as follows:

M =


m0 m−1 · · · m−(n−2) m−(n−1)

m1 m0 m−1 · · · m−(n−2)
... m1 m0

. . .
...

mn−2 · · · . . . . . . m−1

mn−1 mn−2 · · · m1 m0

 .

3.3.2 Discussion about Smoothing Analysis

To analyze the performance of the FFT smoother, we decompose the error e by
the eigenvectors of iteration matrix RF := (I−MA). A smoother for a multigrid
method should be able to efficiently eliminate the oscillatory eigenvectors. The
smooth parts that are left can be represented and resolved on a coarse grid.
Fig. 3.4(a) displays the eigenvalues of iteration matrix RF of the FFT smoother
for a 32 × 1 grid. As can be seen, all eigenvalues are very close to zero, except
for two isolated eigenvalues that yield a spectral radius larger than 1. The
eigenvectors corresponding to these two problematic eigenvalues are plotted in
Fig. 3.4(b). They show either symmetry or anti-symmetry. Significant jumps are
found near the boundaries, since the boundary effect is ignored in preconditioner
M but is represented in A−1. This observation indicates that the FFT smoother
is able to significantly reduce most eigenvectors. However, the two eigenvectors
that correspond to the isolated eigenvalues are magnified.

Local Fourier analysis (LFA) is widely used for smoothing analysis with PDE
problems [88], since the Fourier modes are often the same as the eigenvectors
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Figure 3.4: (a) Eigenvalues of RF = (I −MA) of the FFT smoother on a 32× 1 grid.
(b) Two eigenvectors corresponding to the problematic eigenvalues.

of the iteration matrix of the smoother. However, the Fourier modes do not
resemble the eigenvectors in our problem! For instance, if we define the error in
MP1 in a discretized form using an anti-symmetric extension [87]:

e =
n−1∑
k=1

bk sin(
kπx

L
),

where x represents the centers of all elements, and 2L is the period of the ex-
tended error. Fourier modes are given by vk = sin(kπx

L
).

Figure 3.5: The Fourier modes (in red dots) and after the FFT smoother (in blue
circles) for a 32× 1 grid: (a) a smooth mode v2, (b) an oscillatory mode v30.

Fig. 3.5 shows a low-frequency mode, v2, in (a) and a high-frequency mode
v30 in (b). These two modes are denoted by red dots, and their shapes after
the application of the FFT smoother are given by blue circles. Both modes
after smoothing display the shape of the anti-symmetry eigenvector, shown in
Fig. 3.4(b). (This is due to the Fourier modes we choose. They are sine functions
with anti-symmetry shapes. The decomposition of the modes by the eigenvectors
exhibits a large portion of the anti-symmetry eigenvector.) It is clear that the
Fourier modes are not eigenfunctions. Therefore, we analyze the eigenvectors
instead of the Fourier modes in our integral problem.
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3.3.3 Multigrid Method Based on FFT Smoother

The above discussion indicates a difficulty of the FFT smoother when dealing
with the two eigenvectors in Fig. 3.4(b). To see how this influences the multigrid
convergence, we specify a multigrid method with a basic coarse grid correction.
Standard coarsening which doubles the element size is illustrated in Fig. 3.6: two
elements on the fine grid are combined into one coarse element.

Figure 3.6: The coarsening approach for a “2D problem”. Take the shaded elements
on a 4× 1 grid as an example. Two elements on the fine grid are combined to be one
coarse grid element.

The components of a two-grid method are defined as follows. (It is easily
extended to a multigrid method.) The subscripts h and H denote the fine and
coarse grid, respectively.

1. Smoother: the FFT smoother, as explained.

2. Restriction: use the average of defects on the two grid elements on the
fine grid for the corresponding coarse grid elements. Taking the shaded
elements in Fig. 3.6 as an example, the restriction reads:

d1
H =

1

2
(d1
h + d2

h). (3.12)

3. On the coarse grid: the coefficient matrix is obtained according to the grid
resolution and a direct method is used to solve the defect equation. (We
employ the backslash command in Matlab.)

4. Interpolation: copy the correction from the coarse grid element to the two
corresponding fine grid elements. For instance in Fig. 3.6,

v1
h = v2

h = v1
H . (3.13)

Since multigrid is an iterative method, it converges when the spectral radius
of the iteration matrix is less than 1. The spectral radii of the MG operators with
the FFT smoother are given in Table 3.1, where V(1,0)- and V(0,1)-cycles display
the same results due to the symmetry of matrices A and M . As can be seen,
the spectral radii of these three V-cycles grow as the problem size increases.
And they get larger than 1 for larger problems. The V(1,1)-cycle exhibits a
much worse spectral radius than other two V-cycles. This is an indication of the
difficulty of the FFT smoother. The reason may be explained as follows. The
problematic eigenvectors contain steep gradients near the boundaries. This non-
smoothness is amplified by the FFT smoother and the coarse grid correction,



48 3. MG with FFT Smoother for 2D Frictional Contact

multi-grid cycle 8× 1 16× 1 32× 1 64× 1 128× 1 256× 1

V(1,1) 1.80e0 1.74e1 2.49e2 5.06e3 1.41e5 5.20e6
V(1,0) 2.20e-1 7.1e-1 2.60e0 1.18e1 6.19e1 3.75e2
V(0,1) 2.20e-1 7.1e-1 2.60e0 1.18e1 6.19e1 3.75e2

Table 3.1: The spectral radii of MG operators with the FFT smoother for different
discretizations.

because restriction by using averaging and interpolation just copying can not
efficiently reduce them.

Although the FFT smoother results in multigrid divergence, it possesses the
advantages of easy construction, fast computation of MVPs, and great reduction
of major parts of the error. In the next section, we will discuss two remedies to
overcome the difficulty with the problematic eigenvectors in Fig. 3.4(b).

3.4 Remedies for the FFT Smoother

This section describes two techniques to make multigrid with the FFT smoother
convergent, subdomain deflation and row sum modification.

3.4.1 Subdomain Deflation

The first technique is to apply the FFT smoother to a defect which does not
contain the problematic eigenvectors of RF , i.e. of Ā := MA. In order to
remove them, we make use of the deflation technique, which preferably leaves
the remaining part of the spectrum unchanged [67, 26]. The deflation matrix
P ∈ Rn×n is defined as:

P : = I − ĀQ, with (3.14)

Q : = ZE−1ZT , and (3.15)

E : = ZT ĀZ. (3.16)

We need to determine a deflation-subspace matrix Z, the columns of which
should preferably be approximations of the “bad” eigenvectors. Moreover, com-
puting with the deflation matrix should be cheap. One easy and often used
approach is subdomain deflation (SD) [86]. It divides the computational domain
Ω into m non-overlapping subdomains Ωj, j = 1, 2, ...,m, and we presume one
deflation vector corresponding to one subdomain. This results in a deflation-
subspace matrix Z with m columns. Using a piecewise constant approximation,
the entries of Z are defined as:

zij =

{
1 i ∈ Ωj

0 otherwise
,
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where i = 1, ..., n denote the grid elements, and j = 1, ...,m are the indices of
the subdomains.

Fig. 3.4 showed only two problematic eigenvalues. Hence we divide the com-
putational domain into m = 2 identical subdomains, i.e. the left half part and
right half part. For instance, if there are n = 8 elements in total, with elements
{1, 2, 3, 4} and {5, 6, 7, 8} in the left and right subdomains, respectively, then the
resulting matrix Z reads:

Z =

(
1 1 1 1 0 0 0 0
0 0 0 0 1 1 1 1

)T
.
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Figure 3.7: Eigenvalues of RF with the FFT smoother (denoted by red dots), and of
RD with the FFT+SD smoother (given by blue circles) for the 32× 1 problem.

Fig. 3.7 shows the eigenvalues of the iteration matrix based on this approach,
RD := (I − PMA), for the 32 × 1 problem. They are denoted by blue circles.
Comparing to the eigenvalues of the original iteration matrix RF (given by red
dots), the deflation technique shifts the two problematic eigenvalues towards 1.
However, two other eigenvalues are enlarged, as the piecewise constant deflation
vectors may not properly approximate the steep gradients near the boundaries
of the problematic eigenvectors.

Fig. 3.8 displays by red dots the first four eigenvectors of iteration matrix RD,
which is based on the FFT+SD smoother. The blue circles in the figure show the
shapes of these eigenvectors after multiplication by RD. The two eigenvectors
in (a) and (b) show symmetry and anti-symmetry. They are reduced but still
contain steep gradients at the boundaries. The other two eigenvectors in (c) and
(d) come from the piecewise constant deflation vectors, and they are preserved
because the corresponding eigenvalues are 1.

Consider the computational work of the FFT+SD smoother. First, we look
at the cost of an MVP with deflation matrix P , i.e. Px. Assume that matrix
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Figure 3.8: The FFT+SD smoother: The first four eigenvectors of iteration matrix RD
(red dots) and the shapes of these eigenvectors after multiplying by RD (blue circles),
for the 32× 1 problem.

Z consists of m columns with m � n. Multiplying by Z or ZT involves n
operations.

• The inverse E−1
m×m given in Eq. (3.15) can be computed beforehand. Since

m� n, the cost for E−1
m×m can be ignored.

• For an MVP y := Qx according to (3.15), ZTx requires n operations. The
cost for E−1(ZTx) can be ignored, and ZE−1(ZTx) requires n operations.
Hence, one MVP with Q is O(n) complexity.

• For the MVP Px in (3.14), ĀQx = Āy = M(Ay) requires 2 MVPs, involv-
ing O(n log(n)) operations.

Therefore, O(n log(n)) operations are needed for one MVP Px, which, roughly
speaking, involves 2 MVPs in total. The FFT+SD smoother is defined by:

pk+1 = (I − PMA)pk + PMu, (3.17)

where, (I − PMA)pk costs 4 MVPs, with 2 for matrix P and 2 for MA. The
computation of PMu requires 3 MVPs, however, on the finest grid it can be
computed in advance.
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3.4.2 Row Sum Modification

The second technique for improvement comes from the fact that the row sum
of matrix A−1 is related to the elastic energy J(p) := 1

2
pTAp − pTu, since the

solution p = A−1u minimizes energy. It is expected that matrix M in the FFT
smoother is an accurate approximation of A−1. We compare the row sums of
these two matrices in Fig. 3.9 for the 32× 1 problem.

We denote the row sums of any matrix A by sum(A). It can be found from
this figure that, first of all, sum(A−1) exhibits almost constant values except for
the rows at boundaries. Secondly, they are smaller than sum(M) with especially
large differences at the domain boundaries. It is due to the large difference in
the boundary columns of A−1 and M , seen in Fig. 3.2. This can be explained
from a mechanics point-of-view, as follows.
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Figure 3.9: Row sums of A−1 (denoted by red dots), and of M (denoted by blue circles),
for the 32× 1 problem.

We number the elements in the contact area from the left to the right by
1 to n. When computing the coefficients mK for M by the FFT technique,
the contact area is “extended” into an infinite domain. Suppose that there
is one ghost element numbered by −1 at the left, next to boundary element
1. According to the coefficient pattern in M , to achieve a unit deformation
at element 1, a large positive traction on element 1 and negative tractions on
other elements should be arranged. Element −1 also gets a negative traction
and contributes negative deformation to element 1. On the other hand, no ghost
elements are present in A−1. Hence, the elements at the boundaries do not receive
the negative contributions of the deformation from them, and smaller traction
values are required at these boundary elements to have unit deformation. This
boundary effect gives rise to the difference between A−1 and M .

A modification of M is based on the observation above. The technique is to
shift sum(M) to a constant level, as sum(A−1) appears constant at the interior
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rows. Since sum(M) is larger than sum(A−1), the constant is chosen to be
the minimum of sum(M), which is the nearest to sum(A−1). Shifting sum(M)
can be performed by only modifying diagonal entries, as they contribute most.
Therefore, we will iterate with a shifted matrix M̄ , defined as:

M̄ = M − diag(sum(M)− γ), (3.18)

where diag(x) is a diagonal matrix with x the main diagonal entries, and the
scalar

γ = min[sum(M)]. (3.19)

This leads to a matrix M̄ , with sum(M̄) equal to γ.
To investigate the quality of the choice of γ in (3.19), we perform a numerical

experiment and take the 32 × 1 problem, plot the spectral radii of the shifted
iteration matrices, RR = I − M̄A, with the values γ ∈ [0, 0.15], in Fig. 3.10(a).
As can be seen, γ ≈ 0.08 results in the smallest spectral radius, and we zoom
in around this value in Fig. 3.10(b), where γ = 0.087 appears an optimal value.
Based on Eq. (3.19), we obtain γ = 0.0837, which is very close to this optimal
value. Hence, we expect that this technique may work well.

Figure 3.10: FFT+RSM smoother: the spectral radii of iteration matrices RR = (I −
M̄A) with (a): γ ∈ [0, 0.15], for the 32× 1 problem. (b) displays the situation around
γ = 0.08.

Fig. 3.11(a) presents the eigenvalues of iteration matrix RR = (I − M̄A),
with M̄ defined by Eq. (3.18). All eigenvalues are now smaller than 1. The
first eigenvector of RR is denoted by red dots in Fig. 3.11(b), where the blue
circles represent its shape after multiplying by RR. The function is smooth and
can be dealt with by the coarse grid correction. Fig. 3.11(c) shows the second
eigenvector. It still exhibits a certain steepness at the boundaries.

Considering the computational cost, we check Definition (3.18) again. Write
the coefficients ofM as m = [m−(n−1), ...,m−1,m0,m1, ...,m(n−1)]. Here, sum(M)
can be computed in an efficient way due to the symmetry of m and the Toeplitz
structure of M . First of all, we compute the first row sum f1, involving n − 1
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Figure 3.11: FFT+RSM smoother: Eigenvalues of the iteration matrix of RR for the
32× 1 problem are shown in (a). The first and the second eigenvector are denoted by
red dots in (b) and (c), respectively. Their shapes after multiplying by RR are denoted
by blue circles.

operations. For the rows i = 2, ..., n, the sum fi can be computed recursively
by fi = fi−1 − mn−(i−1) + mi−1, where 2 operations are required for each fi.
So, 3(n− 1) operations are needed to determine sum(M). The arithmetic com-
plexity is reduced from O(n2) to O(n). An alternative which has O(n log(n))
complexity is to multiply M by a vector with all entries equal to one, using the
FFT technique.

In each MVP with M̄ , the first part M needs O(n log(n)) operations by FFTs
due to the Toeplitz structure. The second part requires O(n) operations because
it is a diagonal matrix. Hence, O(n log(n)) operations are required for this MVP.
The iteration scheme of the FFT+RSM smoother reads:

pk+1 = (I − M̄A)pk + M̄u. (3.20)

The first term at the right-hand side involves 2 MVPs and the second involves
1 MVP, which can be computed in advance on the target grid. So in one
FFT+RSM smoothing step, 2 MVPs are required on the target grid, and 3
MVPs on the coarser grids. The complexity O(n log(n)) is due to the Toeplitz
structure.

3.5 Numerical Results

In this section, we solve three model problems, including MP1 presented in Sec-
tion 3.2.5. MP2 is concerned with a different material as well as a different
right-hand side of Ap = u = −δtw. It resembles a 3D case, with spatially vary-
ing rigid shift (δtw). This is due to the so-called spin creepage, which results
from relative rotation of the cylinder around the normal to the contact area [4].
Solving MP2 serves as a preparation for the work on 3D problems in Chapter 4 .

MP3 has the same setting as MP1, except that the plane is not a smooth
but a wavy surface. It resembles a rough surface contact problem, which has an
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irregular domain as the contact areas. This type of problems stems from railway
applications [11, 52]. In MP3, the true contact area consists of two strips, which
destroys the Toeplitz structure of the resulting system, and is one of the reasons
why we do not consider existing direct Toeplitz solvers for our contact problems.

Summarizing:

• MP1: the rigid shift (δtw) is constant.

• MP2: the contacting bodies are rubber with shear modulus and Poisson’s
ratio being G = 0.3 N/mm2 and µ = 0.49, respectively. The rigid shift has
a linear relation with position: (δtw) = −x.

• MP3: the contact area is [−50, 50] mm in the y-direction, but consists of
two intervals in x-direction, i.e. [−4,−2] ∪ [0, 4] mm, due to the wavy
surface.

We first solve MP1 and MP2. Since MP3 looses the Toeplitz structure, it is
discussed separately at the end of this section.

Our solver is the multigrid method with the FFT smoother, enhanced by
either SD or RSM. The initial guess is chosen randomly. The iterations terminate

when ‖u−Apk‖rms

‖u‖rms
≤ 10−8, where we define the norm as ‖ x ‖rms=

√
1
n

∑n
i=1 x

2
i .

The coarsest grid is chosen to be a 2×1 grid. To investigate the performance, we

use the convergence factor as a measure. It is defined as [88]: q̂k = k

√
‖dk‖rms

‖d0‖rms
,

where dk is the defect after the kth iteration.

3.5.1 Results by MG with the FFT+SD Smoother

The numbers of iterations and the convergence factors by MG with the FFT+SD
smoother for the first two model problems are shown in Tables 3.2 and 3.3,
respectively. A V(1,1)-cycle does not converge with the components chosen, but
V-cycles with one smoothing step perform well. Usually, a V(1,1)-cycle converges
faster than a V-cycle with one smoothing step, which is not the case here. One
reason is the inefficient approximation of some eigenvectors of Ā by piecewise
constant deflation vectors, that are not removed from the defect and influence
the performance of the smoother.

Discretization 216 × 1 217 × 1 218 × 1 219 × 1 220 × 1
V(1,0) 6(0.036) 5(0.018) 6(0.037) 7(0.064) 7(0.063)
V(0,1) 5(0.023) 5(0.023) 5(0.023) 6(0.040) 7(0.068)

Table 3.2: MG with the FFT+SD smoother for MP1: the numbers of iterations with
the convergence factors in brackets for different discretizations.
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Discretization 216 × 1 217 × 1 218 × 1 219 × 1 220 × 1
V(1,0) 11(0.149) 12(0.162) 12(0.177) 13(0.196) 14(0.203)
V(0,1) 10(0.110) 10(0.109) 10(0.109) 10(0.110) 10(0.114)

Table 3.3: MG with the FFT+SD smoother for MP2: the numbers of iterations with
the convergence factors in brackets for different discretizations.

3.5.2 Results by MG with the FFT+RSM Smoother

The results by MG with the FFT+RSM smoother for the first two model prob-
lems are presented in Tables 3.4 and 3.5, respectively. As can be seen, all three
V-cycles converge fast and show mesh-independence. Moreover, the V(1,1)-cycle
requires almost half of the iterations that are needed by the other two V-cycles.
Also for other right-hand side functions very similar results were obtained. The
FFT+RSM smoother works efficiently in the basic MG framework defined in
Section 3.3.3.

Discretization 216 × 1 217 × 1 218 × 1 219 × 1 220 × 1
V(1,1) 3(0.002) 3(0.002) 3(0.001) 3(0.001) 3(0.001)
V(1,0) 6(0.039) 5(0.024) 5(0.022) 5(0.019) 4(0.009)
V(0,1) 5(0.023) 5(0.018) 5(0.008) 4(0.007) 4(0.007)

Table 3.4: MG with the FFT+RSM smoother for MP1: the numbers of iterations with
the convergence factors in brackets for different discretizations.

Discretization 216 × 1 217 × 1 218 × 1 219 × 1 220 × 1
V(1,1) 4(0.004) 4(0.004) 4(0.003) 3(0.001) 3(0.001)
V(1,0) 7(0.049) 7(0.044) 6(0.031) 6(0.028) 6(0.025)
V(0,1) 7(0.043) 6(0.029) 6(0.026) 5(0.015) 5(0.014)

Table 3.5: MG with the FFT+RSM smoother for MP2: the numbers of iterations with
the convergence factors in brackets for different discretizations.

Regarding the computational cost, we consider the number of work units,
that are defined as the work of one MVP on the finest grid. (All MVPs are done
by O(n log(n)) operations using FFTs due to the Toeplitz structure.) The work
is halved on a coarser grid, due to the standard coarsening in Fig. 3.6. In one
V(1,0)- or V(0,1)-cycle on the finest grid, 3 MVPs are required, including 2 for
FFT+RSM smoothing, and 1 for defect computation. Similarly, 5 MVPs are
involved in one V(1,1)-cycle. One more MVP is required on coarser grid levels.
The total number of work units is obtained by multiplying the cost in one cycle
by the number of cycles.

We take the 220 × 1 problem as an example, which consists of more than
one million unknowns. Table 3.6 shows the (rounded) number of work units by
MG with the FFT+RSM smoother for the MP1 and MP2. The V(0,1)-cycle
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appears favorable. Codes are written in Matlab 8.0 (R2012b) on Windows 7
64-bit platform with Intel(R) Core(TM)2 Duo CPU, E8500@3.16GHz, 3.17GHz.
The CPU time by V(0,1)-cycle for these two problems is around 20 seconds.

Multigrid-cycle MP1 MP2

V(1,1) 37 37
V(1,0) 29 43
V(0,1) 29 36

Table 3.6: MG with the FFT+RSM smoother: the (rounded) number of work units for
a 220 × 1 problem in MP1 and MP2.

3.5.3 Results by the FFT+RSM Used as a Solver

The iteration matrix RR had an eigenvector which was not smoothly varying near
the boundary, as shown in Fig. 3.11(c). We thus expect that standard coarse
grid correction does not help significantly for convergence acceleration. Here, we
also apply the FFT+RSM technique as an iterative solver on only one grid. The
results are given in Table 3.7 for the two tests, showing stable iteration numbers
as the problem size gets larger.

Discretization 216 × 1 217 × 1 218 × 1 219 × 1 220 × 1
MP1 28(0.511) 28(0.513) 28(0.514) 28(0.515) 29(0.519)
MP2 34(0.537) 34(0.538) 34(0.538) 33(0.535) 33(0.535)

Table 3.7: The FFT+RSM solver: the number of iterations with the convergence factors
in brackets for different discretizations.

Regarding the computational cost, we again take the 220 × 1 problem as an
example. Since 2 MVPs are involved in each iteration, the numbers of work units
are 58, 66 for MP1 and MP2, respectively. Compared to the numbers in Table 3.6
using MG with the FFT+RSM smoother, we see that the MG is favorable.

3.5.4 Model Problem 3

The contact area in Model Problem 3 (MP3) consists of two strips, [−4,−2] and
[0, 4] in the x-direction, and [−50, 50] in the y-direction. We define the potential
contact area as [−4, 4]∪ [−50, 50], which contains these two strips. The influence
coefficient matrix A on this potential contact area is still of Toeplitz structure.
The reduced coefficient matrix Ar for these two strips is obtained by removing
from A the rows and columns corresponding to the elements that are not in these
two strips. Hence, Ar is not a Toeplitz matrix anymore. However, it is still a
dense and SPD matrix.
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To benefit from the FFT technique, we still employ a Toeplitz matrix A
when we implement matrix-vector products ur = Arx. This is done as explained
in [100]. First, we put the entries of x that are not in contact to zero, and apply
the FFT to compute Ax = u. Then, we set the entries of u that are not in the
two contact strips to zero, which leads to the desired result ur.

Since we lost the Toeplitz structure, the RSM approach requires the following
adaptation:

M̄imp = Mr − diag(sum(Mr)− γ), (3.21)

where, γ = min[sum(M)] is again the minimal row sum of the original precon-
ditioner M which is constructed by the FFT approach on the potential contact
area. The matrix Mr is obtained from M in the same way as we got Ar from A.
The resulting method is still O(n log(n)).

Discretization 216 × 1 217 × 1 218 × 1 219 × 1 220 × 1
V(1,1) 4(0.005) 3(0.002) 3(0.001) 3(0.001) 3(0.001)
V(1,0) 6(0.041) 6(0.037) 5(0.023) 5(0.020) 4(0.010)
V(0,1) 6(0.035) 5(0.022) 5(0.019) 4(0.009) 4(0.008)

Table 3.8: MG with the FFT+RSM smoother for MP3: the numbers of iterations with
the convergence factors in brackets for different discretizations.

Discretization 216 × 1 217 × 1 218 × 1 219 × 1 220 × 1
36(0.598) 36(0.598) 36(0.598) 37(0.600) 37(0.602)

Table 3.9: FFT+RSM solver for MP3: the iteration numbers with convergence factors
in brackets for different discretizations.

Table 3.8 presents the results by MG with the FFT+RSM smoother. The
three V-cycles converge rapidly, and show mesh-independent multigrid conver-
gence. Table 3.9 gives the results by the FFT+RSM solver, which also indicates
highly satisfactory convergence and stable iteration numbers on different grids.

Regarding the computational costs, we again take 220 × 1 as the example.
The numbers of work units for V(1,1)-, V(1,0)- and V(0,1)-cycles are 37, 29 and
29, respectively. The CPU time for the V(0,1)-cycle is around 21 seconds. The
FFT+RSM solver requires 78 work units, and 58 seconds CPU time. MG with
the FFT+RSM smoother compares favorably.

3.6 Conclusion

In this chapter we investigated an FFT smoother in a multigrid method, to solve
a 2D frictional contact problem which is a no-slip case. The discretization of
the integral equation gives rise to a linear system with a coefficient matrix being
dense, SPD and of Toeplitz structure. A Toeplitz preconditioner M is used



58 3. MG with FFT Smoother for 2D Frictional Contact

in the smoother, whose construction and implementation are relatively cheap
by the use of the FFT technique. This smoother reduces many components
of the error, but enlarges several smooth components. In order to overcome
this drawback, two techniques have been studied: subdomain deflation (SD)
and row sum modification (RSM). MG with the FFT+RSM smoother shows a
rapid convergence and mesh-independence in the numerical tests, particularly in
MP3 where the Toeplitz structure is lost. In addition, the FFT+RSM smoother
is applied as a stand-alone solver, which also converges well. Moreover, both
solvers are O(n log(n)) methods.

It may be interesting to extend this FFT smoother within MG to 3D contact
problems, where an BTTB matrix is to be solved. An FFT preconditioner has
been proposed by Vollebregt [100], and may be incorporated as an FFT smoother.
More attention is required to deal with the increasing error components, such as
RSM.



Chapter 4
A Fast Nonlinear Conjugate
Gradient-based Method for 3D
Concentrated Frictional Contact
Problems

In the previous chapter, we solved a 2D frictional contact problem without slip.
In this chapter we focus on 3D concentrated frictional shift and rolling contact
problems with dry Coulomb friction, where a nonlinear constrained optimization
problem arises. For such problems, a fast numerical solver is presented, which
combines an active set strategy with a nonlinear conjugate gradient method. One
novelty is to consider the tractions of each slip element in a polar coordinate sys-
tem, using azimuth angles as variables instead of conventional traction variables.
The new variables are scaled by the diagonal of the underlying Jacobian. The
fast Fourier transform (FFT) technique accelerates all matrix-vector products
encountered, exploiting the matrix’ Toeplitz structure. Numerical tests demon-
strate a significant reduction of the computational time compared to existing
solvers for concentrated contact problems.1

4.1 Introduction

We have already described the physical phenomenon of frictional contact in Sec-
tion 3.1.1, where two contact conditions arose. In the adhesion area, the mag-
nitude of the frictional tractions does not exceed the traction bound, and no
slip occurs. In the slip area, it attains the traction bound and the resulting slip
points to the opposite direction of the tractions. The traction bound can deter-

1The contents of this chapter have been published in paper [115]: J. Zhao, E.A.H. Vollebregt and
C.W. Oosterlee. A fast nonlinear conjugate gradient based method for 3D concentrated frictional
contact problems. Journal of Computational Physics, 288:86-100, 2015.
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60 4. TangCG method for 3D frictional contact

mined by a frictional law, such as the Coulomb’s law. These conditions bring in
inequalities and nonlinearity in 3D problems.

The solution strategies and algorithms for the frictional contact problem have
been discussed in Sections 3.1.2 and 3.1.3, respectively. As mentioned there, the
boundary element method (BEM) is particularly well fitted for the concentrated
contact problem. It employs a Green’s function for the response of material due
to a load, typically using an elastic half-space. Existing algorithms based on the
BEM with the half-space approach include the TANG algorithm [50] and the
ConvexGS algorithm [95]. The complexity of these two methods are O(n3.5) and
O(n2.3) [96], respectively, with n the number of unknowns in a contact plane.

The motivation of the work in this chapter is to develop a fast solver for the
3D frictional contact problem, especially for the so-called shift problem, e.g. the
Cattaneo shift [13]. It is a transient contact problem, and concerns one object
pressed onto another, and shifted tangentially. It plays an important role in
the study of rolling contact problems, since these can be modeled generally as
a sequence of shift problems. In this chapter we consider the tangential prob-
lem, with the solutions from the normal problem already available. It can be
easily incorporated into the Panagiotopoulos process [69, 51], to deal with more
complicated contact.

Our new method contributes to the BEM solvers. It is called “TangCG”, since
it searches for the tangential tractions and is based on the nonlinear conjugate
gradient method. The constraint that the magnitude of tractions should be
equal to the traction bound on each slip element inspires to place the traction
vector at a circle in a polar coordinate system, with the radius being the traction
bound. We use azimuth angles as variables in the slip area, which is a significant
difference from conventional solvers.

The TangCG algorithm is a so-called bound-constrained conjugate gradient
(BCCG) method, which was proposed for linear complementarity problems in
normal contact [99]. The BCCG method uses an active set strategy, and employs
the conjugate gradient (CG) method for the governing linear system. Differently,
the governing system in frictional contact problems is mainly nonlinear, hence,
we employ a nonlinear conjugate gradient (NLCG) method [76]. The TangCG
algorithm is combined with a diagonal scaling preconditioner.

The most time consuming part of the solution procedure relates to a Boussi-
nesq integral [44, 51], e.g. Eq. (3.3), which gives the relation between tractions
and deformation. It results in a dense, symmetric and positive definite coefficient
matrix. This matrix is block Toeplitz matrix with Toeplitz blocks (BTTB). Such
structure can be exploited by the fast Fourier transform (FFT), which has been
applied in the field of contact problems, e.g. [84, 100, 16]. The complexity is
reduced by the FFT to O(n log n) with n the number of unknowns.

Section 4.2 gives the mathematical formulation of the 3D frictional contact
problem and explains existing solvers. The TangCG method is illustrated and
numerically analyzed in Section 4.3. Section 4.4 shows the numerical results
of our new method, and also compares the efficiency with an existing method.
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Section 4.5 concludes.

4.2 Formulation of the 3D Frictional Contact Problem

This section introduces the physical problem and the mathematical model of fric-
tional contact. For more details, we refer to [51]. Subsequently, the discretization
and existing methods for the model are given.

4.2.1 Notations

The tractions on element I are defined by pI = [pIx, pIy], including two traction
components in the x- and y-directions. Without the subscript I, e.g. u is defined
by u = [ux,uy]. Here, ux = [u1x, u2x, ...] indicates the x-direction deformation
of all elements, and a similar definition applies to uy. Vectors s̄I and sI are slip
velocity and distance, respectively, on element I. Superscript k is an iteration
index.

4.2.2 Mathematical Model of the 3D Frictional Contact Problem

The normal problem can be solved by Hertz theory [36] if the contacting surfaces
are smooth and quadratically, or by a numerical method (e.g. [101]) if the profile
is non-Hertzian. The solution pressure is compressive in the contact area, and
vanishes outside of it.

Tangential tractions result from the overall motion of the two bodies, causing
a tendency of the surfaces to slip with respect to each other, called “rigid slip”.
In rolling contact it is often characterized via “creepage”, which is the average
relative velocity between the surfaces, and is given by the difference between the
forward rolling velocity and the circumferential velocity.

The formulation concerns three aspects, i.e., slip, elastic deformation, and
the friction between the two contacting bodies. First of all, the relation between
slip, rigid slip and deformation is defined by [101]:

s̄ := w̄ +
1

V

Du

Dt
, (4.1)

where, s̄ is the slip velocity of two opposing particles on the contacting surfaces
with respect to each other. It is the summation of the relative rigid slip velocity
w̄ and the change of deformation Du

Dt
scaled by the rolling velocity V .

Concerning the effect of friction, the contact area C is divided into an adhesion
area H and a slip area S, according to the contact conditions:{

In adhesion area H(t) : ||s̄(x, t)|| = 0, ||p(x, t)|| ≤ g(x, t),

In slip area S(t) : ||s̄(x, t)|| > 0, p(x, t) = −g(x, t) s̄(x,t)
||s̄(x,t)|| .

(4.2)

The norm || · || is the Euclidean norm. These conditions state that the mag-
nitude of the tangential tractions at position x cannot exceed the corresponding
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traction bound g in the adhesion area. When the traction bound is reached, local
slip occurs with its direction opposite to the tractions.

The traction bound g in this model is obtained by applying the Coulomb’s
frictional law locally

g(x, t) = µpz(x, t), (4.3)

where µ is a constant friction coefficient, and pz is the normal pressure.
The deformation u in Eq. (4.1) is obtained by the half-space approach, which

was discussed in Section 2.2.3. The two contacting bodies are approximated
by two semi-infinite half-space, bounded by the contacting plane. The relation
between the deformation u and traction p is given by:

u(x, t) =

∫
C(t)

A(x,x′)p(x′, t)dx′. (4.4)

Similar as Eq. (2.6), the kernel function A(x,x′) also possesses the property of
space-invariance, i.e.:

A(x,x′) = A(x− x′). (4.5)

4.2.3 Discretization

The discretization focuses on a rectangular potential contact area, which contains
the true contact area. A rectangular mesh is placed on this 2D region, with
n = nx × ny elements of size δx × δy. The coordinates of the center of the
element I are denoted by [xI , yI ].

Tractions p in the surface integral (4.4) are approximated by element-wise
constant functions. The cell-centered discretization of the integral (4.4) yields,
for each contacting element I:

uIx =
n∑
J=1

(AxxIJpJx + AxyIJpJy), uIy =
n∑
J=1

(AyxIJpJx + AyyIJpJy), (4.6)

where uIx is the deformation in x-direction of element I. Influence coefficient
AxyIJ is computed by integrating (4.4) over a single element J , with respect to an
observation point at the center of element I (see [51] for the detailed formulas).

Writing (4.6) in matrix form, we obtain:

u = Ap, A ∈ R2n×2n, u,p ∈ R2n, (4.7)

where, the global coefficient matrix A has 2× 2 blocks:

A =

(
Axx Axy

Ayx Ayy

)
, (4.8)

with each block Axx, Axy, Ayx, Ayy ∈ Rn×n. Blocks Axx and Ayy are symmetric
and positive definite (SPD). Blocks Axy and Ayx are not symmetric and they
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satisfy Axy = (Ayx)T . Moreover, due to property (4.5), these blocks are BTTB
if the contact area is rectangular 2. The whole matrix A is SPD.

To discretize slip Eq. (4.1), a sequence of time instances is used, with length
δt = t− t′, where t and t′ are the current and previous time points, respectively.
Applying a backward Euler method for the derivative, we obtain:

s̄I = w̄I +
uI − u′I
δtV

. (4.9)

Define the traversed distance per time step as δq = V · δt, which is called time
step for short. The shift on one element sI := δq · s̄I represents the aggregated
slipped distance over δq. Then, discretized Eq. (4.9) reads:

sI = wI + (uI − u′I), 1 ≤ I ≤ N, (4.10)

where rigid shift wI is defined as:

wI = [ξ − φyI , η + φxI ]. (4.11)

Here ξ, η are longitudinal and lateral shifts, respectively, and φ is the rotation
shift [101]. For simplicity we restrict to a one-step shift, where the deformation
at a previous time u′I vanishes. Then Eq. (4.10) yields:

sI = wI + uI . (4.12)

After discretization, condition (4.2) becomes:{
In the adhesion area H : ||sI || = 0, ||pI || ≤ gI ,
In the slip area S : ||sI || > 0, pI = −gI · sI/||sI ||.

(4.13)

In the solution procedure, these two conditions are equivalent to solving the
following equations:

• For adhesion element I ∈ H:

sI = 0. (4.14)

• For slip element I ∈ S: {
p2
Ix + p2

Iy = gI , (4.15)

pIxsIy − pIysIx = 0, (4.16)

where Eq. (4.16) is derived from the fact that slip sI and traction pI are in
opposite directions, and hence, p⊥I ⊥sI with p⊥I = [−pIy, pIx]. Eqs. (4.15)
and (4.16) give rise to nonlinearity.

2Otherwise, they are not BTTB anymore. An approach of applying FFTs in this case is given in
[100].
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The frictional contact problem now consists of Eqs. (4.7), (4.12) and (4.13).
It was shown that this problem can also be considered as a variational inequality
[51]:

min
p

1

2
pTAp + wTp, s.t. ||pI || ≤ gI for I ∈ C. (4.17)

This is a nonlinear convex optimization problem [8], for which the corresponding
Karush−Kuhn−Tucker (KKT) conditions [57] provide both sufficient and neces-
sary conditions for the existence of a unique solution. The KKT conditions also
result in Eqs. (4.7), (4.12), and (4.13).

4.2.4 Existing Algorithms

Although many existing solution strategies for convex optimization problems
may be applied in principle, only two approaches appear to be used in practice
for wheel-rail contact problems. One is Kalker’s “TANG” algorithm [50, 51].
It is an active set method and consists of inner and outer iterations. In each
outer iteration it fixes the subdivision of the contact area, which determines the
corresponding governing systems (4.14)-(4.16). The resulting solution is used to
modify the subdivision according to contact condition (4.13). Newton’s method
is applied for the nonlinear system, and the linearized system in every inner
iteration is solved by Gauss-elimination.

The limitation of this method shows when the problem size is large. Gauss-
elimination, with complexity O(n3), is time-consuming and memory intensive.

An alternative is the “ConvexGS” algorithm [95], which is a block Gauss-
Seidel iteration. The elements in contact are processed one by one, with the
recently updated tractions fixed. The subproblem defined on each element is
derived based on the element-wise constraints in the convex optimization formu-
lation (4.17). The corresponding nonlinear system (4.15)-(4.16) for the element
is solved by Newton’s method.

However, this method cannot benefit from an implementation using FFTs
exploiting the BTTB structure, because the elements are processed one by one
so that ConvexGS does not employ matrix-vector products w.r.t. the global
matrix.

4.3 New Method: TangCG Algorithm

We present our new algorithm TangCG for frictional contact in this section. Its
main components are introduced in Section 4.3.1. Section 4.3.2 illustrates this
method based on a small test, for additional insight. Section 4.3.3 gives the
resulting algorithm. Moreover, the performance of the inner NLCG iterations is
discussed in Section 4.3.4.
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4.3.1 Main Components of the TangCG Algorithm

The TangCG algorithm consists of six main components, shown in Fig. 4.1, where
the adjacent pieces are related to each other.

I %  

preconditioner

nonlinear CG

(linearization)

Polak-Ribière

    formula

matrix-vector products

           using FFT

method

I

Figure 4.1: The main components of the TangCG method. The adjacent pieces are
related to each other.

The TangCG method adopts the framework of an active set strategy from
the BCCG method [99]. In each outer iteration, the adhesion and slip areas
are fixed and systems (4.14)-(4.16) are solved approximately; then we modify
the subdivision of the contact area, according to condition (4.13). A reduced
system of equations is considered in the inner iterations, where the constraints
for elements in the slip area are automatically enforced.

The most pronounced component of the TangCG algorithm is as follows.
Different from conventional methods that use traction variables, we change vari-
ables in the slip area, where the magnitude of tractions should equal the traction
bound. On each slip element I, traction pI lies at a circle with radius gI . There-
fore, we can define pI in a polar coordinate system with its two components pIx
and pIy along the horizontal and vertical axes, respectively. Since gI is known, pI
can be uniquely determined by the azimuth angle θI as: pI = gI ·[cos(θI), sin(θI)].
Thus, Eq. (4.15) is automatically satisfied. Only Eq. (4.16) is to be solved on
each slip element.

For the resulting nonlinear system, TangCG employs a nonlinear conjugate
gradient (NLCG) method. In each NLCG iteration, the system is linearized, and
a CG process is applied. Concerning the construction of the search directions, the
conjugacy may be lost as the iterations proceed. The Polak-Ribière formula [72] is
in our case the preferable choice compared to the Fletcher-Reeves formula [25] to
improve the search directions. The former sets the search direction automatically
towards the steepest descent direction, when the search direction which is based
on the previous defect is almost orthogonal to this defect. The latter gives rise to
small changes in defects and keeps the problematic situation in the subsequent
iterations. This slows down the progress and requires to restart the solution
process [75].

Preconditioning is done using the diagonal of the reduced system’s Jacobian
matrix. This preconditioner is necessary for the TangCG method, which employs
different variables in the adhesion and slip areas. These quantities are brought to
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the same measure by this preconditioner. Without preconditioner the solver may
largely disregard the defect in either the adhesion or the slip area, depending on
the material parameters.

Since the TangCG algorithm avoids generating Jacobian matrices, the matrix-
vector products (MVPs) encountered only depend on the influence coefficient
matrix A in (4.7), which includes submatrices being block Toeplitz with Toeplitz
blocks (BTTB). The fast Fourier transform (FFT) technique is applied to accel-
erate such MVPs with complexity O(n log(n)).

4.3.2 Illustration of the TangCG Algorithm

This subsection aims at showing how the pieces given in Fig. 4.1 are combined to
result in an efficient algorithm. A very small test case is considered. It consists
of only two elements in contact, with elements 1 and 2 in the adhesion and slip
areas, respectively. The traction bounds gI , I = 1, 2 are given.

Change of Variables in Slip Area

Let’s start with a prominent component of the method, which is the change of
variables in the slip area [98]. The following discussion is for the kth TangCG
iteration, with the tractions pk−1 and slip sk−1 known from the previous iteration.
For clarity of the equations, we avoid the iteration indices k − 1 and k where
possible.

When the slip area S is empty, i.e. in the full adhesion case, the governing
system s = Ap + w = 0 is linear. When the slip area S is not empty, it becomes
nonlinear. Considering the two-element test, the governing system reads:

Ff = 0, (4.18)

with

F1 = s1x, (4.19)

F2 = s1y, (4.20)

F3 = p2
2x + p2

2y − g2
2, (4.21)

F4 = p2xs2y − p2ys2x, (4.22)

where the first two equations correspond to adhesion element 1. Eqs. (4.21) and
(4.22) for slip element 2 bring in nonlinearity, and TangCG applies an NLCG
method. The nonlinear system (4.18) is linearized by a truncated Taylor expan-
sion, which yields:

Jf · δpf = −Ff (p
k−1), (4.23)

with Jacobian matrix Jf = ∇Ff (p
k−1) having the following form:

Jf (p
k−1) =


Axx11 Axy11 Axx12 Axy12

Ayx11 Ayy11 Ayx12 Ayy12

0 0 p2x p2y

a1 a2 a3 a4

 , (4.24)
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and:

a1 = p2xA
yx
21 − p2yA

xx
21 , a2 = p2xA

yy
21 − p2yA

xy
21 ,

a3 = p2xA
yx
22 − p2yA

xx
22 + s2y, a4 = p2xA

yy
22 − p2yA

xy
22 − s2x.

This Jacobian corresponds to variables δpf = [δp1x, δp1y, δp2x, δp2y]
T . It is not

symmetric and thus the CG method cannot be applied.
A change of variables in the slip area can overcome this difficulty. Since

traction p2 is placed at a circle of radius g2 (e.g. see Fig. 4.2(a)), the nonlinear
Eq. (4.21) is satisfied automatically and can be eliminated. The linearized version
of this equation gives:

p2xδp2x + p2yδp2y = −(p2
2x + p2

2y − g2
2)

= 0 (since assuming ||p2|| = g2), (4.25)

which indicates δp2 ⊥ p2. It further yields:

δp2x = −p2yδθ2, δp2y = p2xδθ2. (4.26)

This relation satisfies ||δp2|| = ||p2||δθ2, which is the definition of the arc length
corresponding to the angle δθ2. This arc length is approximated by vector δp2

which is orthogonal to p2.

Reduced System

Eliminating Eq. (4.21) yields a reduced system written as:

Fr = 0, (4.27)

and the linearized system with relation (4.26) is given by:

Jrδpr = −Fr, (4.28)

with a 3× 3 Jacobian matrix:

Jr =

Axx11 Axy11 a1

Ayx11 Ayy11 a2

a1 a2 a4p2x − a3p2y

 . (4.29)

The corresponding variables are δpr = [δp1x, δp1y, δθ2]T satisfying

δpf = Tδpr, (4.30)

with transformation matrix T defined by:

T =


1

1
−p2y

p2x

 , (4.31)

whose transpose can convert δpf to δpr. The reduced Jacobian matrix (4.29) is
symmetric and positive definite (SPD), so we can apply CG to it.
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Solution Method for the Reduced System

The reduced system (4.27) is solved by an NLCG method. In each of its iter-
ations, the CG method is applied to the linearized system (4.28), with initial
iterate δp0

r = 0.
First of all, we compute the defect of linearized system (4.28) by:

da = −Fr − Jr · δp0,

= −Fr, (because δp0
r = 0), (4.32)

which is equal to the defect of the nonlinear system (4.27)3. The search direc-
tion va adopts the steepest descent direction when the area subdivision changes.
Otherwise, it employs the Polak-Ribière formula. The line search aims at deter-
mining a step length α, such that the defect resulting from the updated iterate is
orthogonal to the current search direction va. This yields a formula for α given
by:

α =
(da,va)

(va,qa)
, (4.33)

where qa is the change of the defect caused by va, defined by:

qa = Jrva. (4.34)

Subsequently, the iterate of linear system (4.28) is corrected by δp1
r = αva. This

further gives:

Tδp1
r = αTva ⇒ δp1

f = α · vs, (4.35)

where vs is the auxiliary search direction4, defined by:

vs = Tva. (4.36)

The new traction iterate is given by:

pk = pk−1 + δp1
f = pk−1 + α · vks . (4.37)

Moreover, the tractions on each slip element need to be projected onto the cor-
responding circle. This represents one NLCG iteration.

Matrix-vector Products

To compute qa in (4.34), TangCG does not directly implement this multiplication
of Jacobian matrix Jr and vector va, but takes a detour, which allows the use of

3Subscript a denotes the primary variables. On an adhesion element they have two entries for the
x- and y-directions, but we use only one entry on each slip element, carrying the information about
angles.

4Subscript s denotes auxiliary variables, that have two entries for the x- and y-directions on each
adhesion and slip element.
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FFTs. Vector va is transformed to the auxiliary search direction vs by (4.36).
Then its influence on slip δs can be computed by

δs = Avs, (4.38)

where the FFT technique can be applied due to the matrix A in (4.8). Eq. (4.34)
with relation (4.26) yields:

qa =

 δs1x

δs1y

p2xδs2y − p2yδs2x + s2yv2x − s2xv2y

 . (4.39)

This indicates that on adhesion element 1 we have δs1 = qa1, and on slip element
2, δs2 also has its influence as seen in the last formula in (4.39).

Active Set Framework from BCCG(K)

An outer iteration is processed after every K inner iterations. It validates the
contact conditions, and adjusts the subdivision of the contact area. The adhe-
sion elements with ||pI || > gI are moved to the slip area, and are projected to
||pI || = gI . Remember that tractions pI of each slip element should have op-
posite directions to the slip sI . The elements are moved to the adhesion area if
these two vectors lie in the same half plane. Finally, the tolerance of the solution
is checked.

Illustration by Angles

Since TangCG uses angle variables in the slip area, it can be explained from the
view of angles as well. We define the anti-clockwise angle to be positive. Fig. 4.2
shows the kth TangCG iteration on slip element I. (We drop the superscripts
k − 1 and k in this figure.) In this discussion, we will use six angles τi, i ∈
{1, 2, 3, 4, 5, 6}.

In Fig. 4.2(a), the traction pI lies at the circle with radius gI . It is expected
that

θp = θs + π, (4.40)

i.e., the azimuth angle of slip sI plus π is equal to azimuth angle of pI . We notice
that τ2 = θs + π − θp is the defect of Eq. (4.40); τ2 represents the angle along
which pI should move, in order to be located opposite to sI . However, a change
in pI also causes a change in sI . So τ2 is not the exact angle that pI needs to be
changed with.

The angle defect computed by Eq. (4.32) is given by:

daI = −(pIxsIy − pIysIx)
= || − p⊥I ||||sI || cos(τ1)

= gI ||sI || sin(τ2) (since τ2 = π/2− τ1)

≈ gI ||sI ||τ2, if τ2 → 0, (4.41)
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Figure 4.2: First TangCG inner iteration on slip element I. (a) At the beginning,
traction pI lies at the circle with radius gI . It should be opposite to slip sI . (b)
Primary defect daI (equal to search direction vaI) is computed. The auxiliary search
direction vsI is set to be orthogonal to pI , due to linearization. (c) Line search is

performed to get a step length α = (va,da)
(va,qa) , where qaI is obtained from the information

of two angles τ4, τ6. (d) Update the traction by pk−1
I + αvksI , which is then projected

onto the circle, obtaining pkI .

where −p⊥I = [pIy,−pIx] is orthogonal to pI , and τ1 is the angle between −p⊥I
and sI . Defect daI can be regarded as the angle τ2 scaled by gI ||sI ||. It gives a
preliminary angle by which the traction pkI should move.

In the first iteration, the search direction is equal to daI . As a result of
linearization, the auxiliary search direction vsI is orthogonal to pI , as seen in
Fig. 4.2(b). It is a linear approximation of the arc length, corresponding to the
angle daI .

By the line search, the TangCG method computes the change of slip δsI , as
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shown in Fig. 4.2(c). It calculates the change of angle defect qa as in (4.39):

qaI = pIx · δsIy − pIy · δsIx + sIy · vIx − sIx · vIy
= ||p⊥I ||||δsI || cos(τ3) + ||v⊥I ||||sI || cos(τ5)

= gI ||δsI || sin(τ4) + ||v⊥I ||||sI || sin(τ6)

≈ gI ||δsI ||τ4 + ||v⊥I ||||sI ||τ6, if τ4, τ6 → 0, (4.42)

where v⊥I = [−vIy, vIx], and τ4 = π/2 − τ3, τ6 = π/2 − τ5. The two angles τ4, τ6

are presented in Fig. 4.2(c). They, together with the concrete scaling, give the
angle change qaI .

Then, the TangCG method computes the step length. The updating is shown
in Fig. 4.2(d): after adding αvI to pk−1

I , the result is projected onto the circle
again, which yields new iterate pkI .

Preconditioning

The idea of preconditioning for Krylov subspace methods is to reduce the condi-
tion number of the coefficient matrix. In the TangCG algorithm, the precondi-
tioner is applied to the reduced Jacobian matrix (4.29) in each NLCG iteration.

We use a diagonal matrix as the preconditioner, which scales the main diag-
onal of the Jacobian, to result in a matrix with constant diagonal entries. This
constant can be chosen to be any diagonal component of Jacobian, corresponding
to an adhesion element. The defects in the adhesion and slip areas have different
meanings: defects are “slip” in the former and “angle” in the latter area. Hence,
the preconditioner scales the quantities to the same measure, e.g. the measure in
the adhesion area. Regarding computational time, a preconditioner should not
cost much.

In the two element case, preconditioner M for Jr in (4.29) is given by:

M =

1
Axx11/A

yy
11

Axx11/(a4p
k
2x − a3p

k
2y)

 . (4.43)

With M = Q2, the preconditioned matrix QJrQ has values of Axx11 on its main
diagonal.

4.3.3 The Resulting Algorithm

We detail the resulting TangCG algorithm with preconditioner M below. (The
unpreconditioned algorithm can be obtained by setting M = I.)

0. Given normal pressure pz and contact area C, we solve for the tangential
tractions and the subdivision of the contact area. The initial adhesion and
slip areas are set as: H0 = C and S0 = ∅. We use zero initial tractions
p0 = 0.



72 4. TangCG method for 3D frictional contact

1. Start iterations k = 1, 2, ... by computing slip sk−1 = w + Apk−1.

2. Compute corresponding primary defect dk−1
a , as Eq. (4.32):

{
dk−1
aI = −sk−1

I , I ∈ Hk−1,

dk−1
aI = −(pk−1

Ix sk−1
Iy − p

k−1
Iy sk−1

Ix ), I ∈ Sk−1.
(4.44)

3. Preconditioning by: zk−1
a = Mdk−1

a .

4. Compute primary search direction vka:

4.1 If the subdivision did not change, i.e. Hk−1 = Hk−2, then choose vka
conjugate to vk−1

a as:

vka = zk−1
a + βk · vk−1

a , with βk = max(0, βkPR), (4.45)

where βkPR is the Polak-Ribière formula: βkPR = (zk−1
a ,dk−1

a −dk−2
a )

(zk−2
a ,dk−2

a )
.

4.2 Else, restart CG by using vka = zk−1
a , the steepest descent direction.

5. Compute auxiliary search direction vks by Eq. (4.36):

vksI =

{
vkaI , I ∈ Hk−1,
vkaI · [−pk−1

Iy , pk−1
Ix ], I ∈ Sk−1.

(4.46)

Here, search direction vksI can be regarded as the desired change of traction
δpk. For a slip element, this corresponds to the desired change of angle vkaI .

6. Compute the change in the slip by Eq. (4.38), i.e.: δsk = qks = Avks .

7. Compute the change in primary defect qka by Eq. (4.39):{
qkaI = qksI , I ∈ Hk−1,
qkaI = pk−1

Ix · δskIy − p
k−1
Iy · δskIx + sk−1

Iy · vkIx − s
k−1
Ix · vkIy, I ∈ Sk−1.

8. Compute the step length by Eq. (4.33), i.e.: αk = (dk−1
a ,vk

a)
(qk

a,v
k
a)

.

9. Update tractions: p̃k = pk−1 + αk · vks for all elements. Then use:

pkI =

{
p̃kI , I ∈ Hk−1,
gI · p̃k/||p̃k||, I ∈ Sk−1.

(4.47)

10. In the inner iteration, i.e. mod(k,K) 6= 0, the subdivision of the contact
area is fixed, i.e., Hk = Hk−1, Sk = Sk−1, go to Step 1.

11. At the end of each Kth inner iteration, i.e. mod(k,K) = 0, do the following:

11.1 Check elements I ∈ Hk−1. If ||pkI || > gI , then move I to the slip area,

and set pkI = gI · pkI/||pkI ||. This gives intermediate H̃k and S̃k.
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11.2 Compute sk = w+Apk, and check the elements I ∈ S̃k. If (pkI , s
k
I ) > 0,

then move I to the adhesion area. This results in Hk and Sk.

11.3 Check for convergence. If the subdivision of the contact area does not
change, and the stopping criterion on the solution is satisfied, then we
are done. Else go to Step 1.

Remark 4.1. Steps 1-10 present one inner iteration, where a nonlinear system is
solved approximately by K iterations of NLCG. Line search is performed in Steps
5-8. Step 11 checks the contact conditions and convergence, according to the
BCCG(K) algorithm. Moreover, Steps 9 and 11.1 ensure that ||pI || = gI , I ∈ S
is always satisfied.

Remark 4.2. In the above algorithm, there are K inner iterations before check-
ing the conditions. It may happen that the tolerance is already reached within the
K inner iterations. An improved version is to leave the inner iteration as soon
as a tolerance is reached, and check the conditions in the outer iteration.

4.3.4 2× 2 Test

To investigate the performance of NLCG within the preconditioned TangCG
algorithm, we enlarge the test to a 2 × 2 grid, where Elements 1 and 2 are in
adhesion and 3 and 4 are in slip. The contact area is [−1, 1]× [−1, 1] mm2. The
material parameters are: G = 200 N/mm2, ν = 0.42. The traction bound is
g = [0.4, 0.8, 0.282843, 0.5]. The true solution is: p∗1 = [0.2, 0.1], p∗2 = [0.1, 0.2],
p∗3 = [0.2, 0.2], p∗4 = [0.3, 0.4]. The true slip is s∗1 = [0, 0], s∗2 = [0, 0], s∗3 =
[−0.1,−0.1], s∗4 = [−0.3,−0.4].

We linearize the nonlinear system at true solution p∗. By setting δp3x =
−β3 · p∗3y, δ3y = β3 · p∗3x, and δp4x = −β4 · p∗4y, δ4y = β4 · p∗4x, the Jacobian matrix
is reduced to a 6× 6 matrix:

J∗r =


Axx11 Axy11 Axx12 Axy12 ax31 ax41

Ayx11 Ayy11 Ayx12 Ayy12 ay31 ay41

Axx21 Axy21 Axx22 Axy22 ax32 ax42

Ayx21 Ayy21 Ayx22 Ayy22 ay32 ay42

ax31 ay31 ax32 ay32 ay33p
∗
3x − ax33p

∗
3y ay34p

∗
4x + ax34p

∗
4y

ax41 ay41 ax42 ay42 ay43p
∗
3x − ax43p

∗
3y ay44p

∗
4x + ax44p

∗
4y

 . (4.48)

Here, for elements I ∈ S and the elements in contact J ∈ C:

if I 6= J : axIJ = Ayx
IJ · p

∗
Ix −Axx

IJ · p∗Iy, ayIJ = Ayy
IJ · p

∗
Ix −A

yx
IJ · p

∗
Iy,

if I = J : axII = Ayx
II · p

∗
Ix −Axx

II · p∗Iy + s∗Iy, ayII = Ayy
II · p

∗
Ix −A

yx
II · p

∗
Iy − s∗Ix.

The Jacobian matrix (4.48) is SPD. Its condition number is found to be 88.
The TangCG algorithm employs an NLCG process, whose convergence should

be similar to the linear CG algorithm when the iterates are close to the true
solution p∗. We test whether this is also true for the TangCG algorithm. We
also check whether the preconditioner improves the convergence near p∗.
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Figure 4.3: The convergence behavior of TangCG with and without preconditioning,
compared to CG, for four different initial points.

As a test, four different initial points are implemented, respectively, with their
absolute distances to p∗ being δi = 0.02, 0.001, 1 × 10−5, 1 × 10−7(i = 1, 2, 3, 4).
CG is applied to the linearized system J∗r δp

∗
r = 0, with initial δp0

r = T T (p∗−p0).
The iterate is converted to traction by (4.30) and further the nonlinear defect
is compared with those by the unpreconditioned and preconditioned TangCG
algorithms.

These results are shown in Fig. 4.3. It can be seen that the closer the initial
point is at the true solution, the more similar the convergence by TangCG is to
the CG convergence. As the iterate approaches the true solution, the Jacobian
matrix obtained by linearization in each TangCG iteration is close to the exact
Jacobian J∗r . In this case, the NLCG method within TangCG is the same as CG,
as seen in Fig. 4.3(d). Moreover, we find that the preconditioner indeed improves
the convergence of TangCG.

4.4 Numerical Results

Various Cattaneo shift problems are tested here with different patterns of slip.
A sphere is pressed onto a plane, and is then shifted tangentially. The sphere
and plane are of the same material, with shear modulus G = 200 N/mm2, and
Poisson’s ratio ν = 0.42. The potential contact area is [−a, a] × [−b, b] mm2

where a = b = 1.2857 mm. The total normal force is Fz = 9.1954 N . The
radii of the sphere are Rx = Ry = 50 mm, and the profile of the sphere is
h = 1

2Rx
x2 + 1

2Ry
y2. Coulomb’s law is applied with friction coefficient µ = 0.4.

Since the two contacting bodies are quasi-identical, the solution process is
decoupled to first solve the normal problem, followed by the tangential problem.
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The former is solved by Hertz theory [44] or a numerical method [101], which
results in a contact area C and normal pressure pz. Applying Coulomb’s law, we
thus obtain the traction bound g = µpz. Below we focus on solving the tangential
problems, with seven different slip cases, as specified in Table 4.1.

Subdivision of contact area ξ η φ

Case 1 full adhesion 0 0 5× 10−7

Case 2 0.6% slip 1.5× 10−5 0 1× 10−5

Case 3 20% slip 0 0.0015 0.0012
Case 4 40% slip 0.0021 0.0010 0.003
Case 5 60% slip 0.0037 0.0048 0.004
Case 6 80% slip 0 0.005 0.009
Case 7 full slip 0.0044 0 0.08

Table 4.1: Test setting: seven cases with different percentages of slip. Longitudinal
shift ξ, lateral shift η and rotation shift φ are prescribed. They are used to compute
rigid shift w (see Eq. (4.11)).

The stopping criterion on the accuracy of the tractions is given by

||pk − pk−1||
||pk||

< ε, (4.49)

where, if not specified differently, we use ε = 10−5. The norm used in this section
is the “root-mean-square” norm. This stopping criterion on traction p is chosen
since engineers pay most attention to tractions, rather than to the slip, which
is the defect of nonlinear system (4.27). Moreover, when (4.49) is satisfied, the
defect of this nonlinear system is smaller than 10−8 in our numerical tests.

The tangential solvers are TangCG(K) algorithms with and without precon-
ditioning, using the improved version mentioned in Remark 4.2. Remember that
K is the number of NLCG iterations for one nonlinear system before checking the
contact conditions. We implemented these two algorithms for the seven prob-
lem cases, in order to find an optimal value for K. They are then compared
with each other, yielding the most efficient algorithm. It is also compared with
the ConvexGS method [95], from the perspective of iteration numbers and CPU
time.

4.4.1 Optimal K

First we use a 120 × 100 grid, which involves 5732 contacting elements with
5732× 2 = 11464 traction unknowns. We apply K ∈ {1, 2, 3, 4, 5} for the seven
cases of Table 4.1.

Table 4.2 gives the total number of inner NLCG iterations by TangCG(K)
without preconditioning. For Case 1, the full adhesion problem, the results are
independent of the values of K. Remember that the TangCG(K) method starts
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Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 Case 7

K = 1 30 46 135 100 148 85 48
K = 2 30 52 66 94 119 81 48
K = 3 30 54 86 83 105 77 65
K = 4 30 50 94 104 117 95 57
K = 5 30 53 78 104 165 87 37

Table 4.2: Unpreconditioned TangCG(K): the total number of inner iterations with
different values of K for the seven slip cases, using a 120× 100 grid (with 5732× 2 =
11464 unknowns).

with the subdivision H0 = C, and S0 = ∅. This is already the correct subdivision
in the full adhesion case. The governing system is linear, and TangCG is actually
equivalent to the CG method.

When slip occurs, different K values show different results. K = 1 is the
fastest in the slight slip Case 2. It gets worse when more slip is included, as seen
in Cases 3-6, where K = 3 seems a proper choice. The reason is that the slip
area has to be found from initial area S0 = ∅. If K = 1, then only one inner
iteration is performed and the traction iterates may not be accurate enough to
perform a useful adjustment of the subdivision of the contact area: in Step 11 of
the TangCG algorithm (see Section 4.3.3), many elements that are first moved
from the adhesion to the slip area, may be immediately moved back. Using a
larger value for K can improve this situation. However, if K is too large, there
would be unnecessarily many inner iterations.

In the full slip Case 7, K = 5 results in the fastest convergence. The initial
slip area S0 tends to be S = C. More precise solutions can move more elements
into the slip area at once, which accelerates the convergence. Moreover, the
results of other values for K are also acceptable.

Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 Case 7

K = 1 30 43 52 59 66 52 27
K = 2 30 50 47 52 77 60 32
K = 3 30 48 49 55 49 46 37
K = 4 30 45 56 52 56 50 34
K = 5 30 54 52 57 56 47 22

Table 4.3: Preconditioned TangCG(K): the total number of inner iterations with differ-
ent values of K for the seven slip cases, using a 120× 100 grid (with 5732× 2 = 11464
unknowns).

From the above discussion, we find K = 3 is an optimal choice for the un-
preconditioned TangCG(K) method in different cases. The same conclusion can
be found for TangCG(K) with preconditioning, from the results in Table 4.3.
Therefore, we will use K = 3 in the following tests.
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4.4.2 Comparison between TangCG(3) with and without Precondi-
tioning

Comparing these two tables, we find that the preconditioner helps to accelerate
the convergence, depending on the different slip situations. One exception is the
full adhesion Case 1, where the main diagonal entries of the Jacobian are almost
the same. Hence, the condition number after preconditioning hardly reduces.

Figure 4.4: Convergence of TangCG(3) with and without preconditioning for Cases
2-7, with ε = 10−8 in the stopping criterion (4.49). The horizontal axis is number of
inner iterations, and the vertical axis is the relative difference between two iterates.

Fig. 4.4 displays the convergence behavior of the two methods for Cases 2-7,
that include slip. In this figure, we use ε = 10−8 in the stopping criterion (4.49),
to examine the behavior of these two methods near the true solution. We find
that TangCG(3) with preconditioning greatly speeds up the convergence and
makes the method much more robust. It gives an almost linear reduction of the
difference between two iterates, when approaching the true solution. TangCG(3)
without preconditioning, on the other hand, displays a slower convergence speed,
and even an oscillatory reduction in Case 2.

4.4.3 Comparison with ConvexGS Method

We compare TangCG(3) with preconditioning to the performance of the Con-
vexGS method in the software CONTACT. The codes of the former were written
in Matlab 7.13 (R2011b). The latter was programmed in Fortran. Both methods
are implemented on a Linux desktop PC (Intel Core I5-2400 processor, quad-core,
3.1 GHz). First of all, iteration numbers by these two methods are compared in
Table 4.4, where the iteration numbers by ConvexGS are given in brackets. As
can be seen, iteration numbers of TangCG(3) are of O(n0.4), with n the number
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of unknowns 5. Moreover, TangCG(3) requires fewer iterations than ConvexGS
for the test cases with a small percentage of slip. With more slip, the iteration
numbers are comparable.

Discretization 30× 25 60× 50 120× 100 240× 200
# traction unknowns 728 2880 11464 45736

Case 1 14 (23) 23 (32) 30 (50) 49 (77)
Case 2 20 (26) 33 (32) 48 (48) 62 (72)
Case 3 33 (31) 39 (37) 49 (56) 65 (88)
Case 4 33 (32) 41 (33) 55 (48) 76 (73)
Case 5 33 (31) 42 (32) 49 (45) 70 (69)
Case 6 34 (29) 34 (30) 46 (35) 73 (53)
Case 7 14 (18) 12 (18) 37 (18) 25 (18)

Table 4.4: Numbers of inner iterations by preconditioned TangCG(3), and numbers of
iterations by ConvexGS (shown in brackets).
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Figure 4.5: CPU time in seconds by TangCG(3) with preconditioning and ConvexGS
for (a) Cases 1 and 3, (b) Cases 5 and 7.

Fig. 4.5 shows the CPU time (in seconds) for some of the test cases, for
TangCG(3) with preconditioning (denoted by solid lines), and ConvexGS (de-
noted by dashed lines). For the smallest problem, both methods require approx-
imately the same computing time. The superiority of TangCG(3) shows when
more unknowns are involved. The speedup factor is defined as the ratio of time
by ConvexGS and by TangCG(3). For around 104 unknowns, the speedup fac-
tors for Cases 1,3,5,7 are about 13,8,8,2, respectively. They grow to 27,20,19,9
when the number of unknowns is multiplied by a factor of 4. Fig. 4.5 also dis-
plays curves of quadratic complexity O(n2) and linear complexity O(n) (denoted
by the dash-dot lines). The CPU time curves for TangCG(3) remain between

5There is no good estimate for Case 7, since the corresponding iteration numbers do not gradually
increase but oscillate as unknown n grows.
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these two complexity lines. We find that the complexity of TangCG(3) is O(n1.7),
which is faster than ConvexGS with O(n2.3). Note that ConvexGS cannot benefit
from the favorable Toeplitz matrix structure.

4.5 Conclusion

In this chapter we proposed the TangCG algorithm to solve a nonlinear con-
strained optimization formulation, arising from the 3D frictional contact prob-
lem. The corresponding KKT conditions provide the governing equations and
contact conditions. The TangCG algorithm applies an active set strategy. The
subdivision of the contact area is fixed and the resulting governing system is
solved approximately. The resulting solution is used to modify the subdivision
based on these contact conditions.

Because the magnitude of the tractions on a slip element equals the traction
bound, we can change the conventional traction variables to azimuth angles,
when placing the traction vector of each slip element in a polar coordinate system.
This changes the constraints to simple bounds such that the BCCG strategy
can be used. The resulting nonlinear equations are solved by several NLCG
iterations, which is based on linearization and applies a CG method in each
iteration. A diagonal scaling preconditioner is necessary to bring the defects of
adhesion and slip areas to the same scale, and all matrix-vector products in this
algorithm are speeded up by FFTs.

The TangCG algorithm is tested for Cattaneo shift problems, with differ-
ent amounts of slip. The preconditioner is found to improve robustness and
accelerate convergence when slip occurs. The computational time is reduced
dramatically compared to ConvexGS, a state-of-the-art method for concentrated
frictional contact problems. The corresponding speedup factor grows as the
problem size increases. This confirms the efficiency of our new method. More-
over, since rolling contact problems can be transformed into a sequence of shift
problems, our TangCG method can also be applied in this case.





Chapter 5
Extending the Range of Applicability of
the Contact Approach

In this chapter we extend the range of applicability of the boundary element
method (BEM) for concentrated elastic contact problems by computing the in-
fluence coefficients (ICs) numerically. These ICs represent the Green’s function
of the problem, i.e. the surface deformation due to unit loads. For the half-space
they are analytically available. An elastic model is proposed to compute these
coefficients numerically, by the finite element method (FEM). We recommend
proper strategies of FEM meshing and element types, considering accuracy and
computational cost. The effects of computed ICs to contact solutions are exam-
ined for a Cattaneo shift problem. The work in this chapter aims at providing a
reference to study fast solvers for the conformal contact problem where ICs are
not analytically known.1

5.1 Introduction

5.1.1 Strategies for Solving Concentrated Contact Problems

In previous chapters, we developed fast solvers for concentrated contact prob-
lems. In such problems, the contact area is considered flat since it is small
compared to the dimensions of the contacting bodies. Examples can be found
in Figs. 5.1(a) and (b), where we depict the contact between the wheel tread
and rail crown, and between wheel flange and rail gauge face. The half-space
approach is used, which approximates the contacting bodies as two semi-infinite
solids bounded by the contacting plane [51]. The boundary element method
(BEM) transforms the three-dimensional (3D) boundary value problem to a two-
dimensional (2D) boundary integral problem. The integral gives the relation be-

1The contents of this chapter have been published in technical report [114] and submitted for
publication: J. Zhao, E.A.H. Vollebregt and C.W. Oosterlee. Extending the BEM for elastic contact
problems beyond the half-space approach. Delft University of Technology, 2015.
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tween displacements and tractions. In the half-space approach, the corresponding
Green’s function is based on a solution by Boussinesq and Cerruti (see [44]). It is
the so-called influence function, which expresses the displacements at one point
caused by a load at another point on the half-space.

Solving such problems starts with the definition of the potential contact area,
which contains the true contact region. Usually rectangular elements are placed
in this 2D region, and piecewise constant functions are used to represent the trac-
tions to be solved. This results in influence coefficients (ICs) from the influence
function. Analytic coefficients are available [51], and have been incorporated
with solvers for concentrated contact, e.g. [100, 115, 51].

5.1.2 Strategies for Solving Conformal Contact Problems

Conformal contact occurs when the rail and wheel are seriously worn so that
a curved and much larger surface comes into contact, as seen in Fig. 5.1(c).
Other applications can be found, for instance, journal-bearing contact [105],
microcontact printing [63], etc. The half-space approach is prohibited, since
its assumptions of a flat and small contact area are not valid in these cases.
The finite element method (FEM) is usually employed for such problems, e.g.
in [93, 61, 23], due to its generally applicability.

However, since discretization by FEM covers whole contacting bodies, this
method can be computationally slow and memory intensive. Moreover, focusing
on the contact region, FEM often employs coarser meshes than BEM, which
implies less detailed information in the region of interest.

Figure 5.1: Two types of contact problems in wheel-rail contact [60]: concentrated
contact in (a) and (b) with “flat contact areas”, and conformal contact in (c) with a
“curved contact area”.

One idea of fast solvers for conformal contact problems is to apply the BEM,
which means to only discretise the contact surface, and work on the surface
integral similar as in concentrated contact [60, 103]. Those fast solvers for con-
centrated contact can then also be applied. A difficulty is that the influence
function (and further the influence coefficients) is not theoretically known in this
case.
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Therefore, the influence function may need to be computed numerically, re-
sulting in numerical influence coefficients. The first question is how we can com-
pute these coefficients efficiently, considering the accuracy and computational
cost. This requires to build a model, to choose good strategies of FEM meshing
and element types, and to find the accuracy of the resulting coefficients. The
second question is about how these influence coefficients affect the final solution
of the conformal contact problem.

This approach has been developed by Li in [60], where the rail was approxi-
mated by a quasi-quarter space with a distributed load and the FEM was applied.
However, this work did not present detailed strategies for the mesh or element
types. Moreover, there was no discussion of the error propagation from influence
coefficients to contact solutions. The approach was extended by Vollebregt [103],
who presented initial results on meshing strategies and error propagation. In the
present work, this research is continued, such that more detailed guidance can
be provided. In addition, the technique of replacing the half-space solution by a
finite element solution has also been applied in elastohydrodynamic lubrication
problems in [32].

5.1.3 Content and Structure of This Chapter

We investigate the influence coefficients in a concentrated contact setting, where
analytic influence coefficients are known when a piecewise constant approxima-
tion is used as discretization of the tractions [51, 44]. Secondly, there are analytic
solutions such as the Hertz theory for normal contact [36] and the Cattaneo the-
ory for the tangential shift problem [13]. The corresponding BEM results can
provide a reference for studying conformal contact problems, for which there are
no analytic influence coefficients, neither analytic contact solutions.

For conformal contact seen in Fig. 5.1(c), one solves the displacements on the
curved contact region of the rail. The FEM is then employed. Prismatic elements
are generally applicable with their triangular faces on the curved boundaries of
the cross section of the rail. Regarding such application, prismatic elements are
also investigated for the model in this chapter, which solves the displacements
on a half-space.

In the model a unit load is applied on the region of one element, which brings
a jump at the edge of this element to its neighbors. This implies a significant
discontinuity in the traction boundary condition for the model as well, and may
disturb the FEM solution. An alternative is to impose a bilinear load, which
equals a “tent” shape at this region. Analytic investigation for this test setting
can be found in [21], however, the implicit expressions for influence coefficients
are difficult to process directly. A closed form solution is given in [59], however,
on a triangular mesh. This is not useful for our work, which mainly focuses on
rectangular meshes since these result in matrices of Toeplitz2 structure so that
the fast Fourier transform (FFT) can be applied to accelerate the corresponding

2A Toeplitz matrix is the matrix with constant diagonals.
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matrix-vector products [100]. Therefore, numerical influence coefficients com-
puted with a bilinear load on rectangular meshes are of interest.

The structure of this chapter is as follows. In Section 5.2, an elastic model is
built to compute influence coefficients. The results of this model are discussed
in Section 5.3 with three different FEM mesh settings, from which insight is
provided on the choice of meshing and element types, in view of accuracy and
computational cost. In Section 5.4, a specific contact problem is solved, with
numerical influence coefficients obtained by the recommended strategies. Error
propagation is investigated separately in normal and tangential contact problems.
The last section concludes this chapter.

5.2 An Elastic Model for Computing Influence Coeffi-
cients

5.2.1 Influence Coefficients on Half-Space

Influence coefficients are equivalent to displacements caused by a specific load.
Evaluating the displacements under a given load is a basic problem in elasticity.
It can be done by solving three elastic equations with some boundary conditions.
These equations, in a quasi-static case, read [40]:

1. Equilibrium equation:
σij,j + Fi = 0. (5.1)

2. Strain-displacement equation:

εi,j =
ui,j + uj,i

2
. (5.2)

3. Stress-strain equation (constitutive equation, or Hooke’s law):

σij = cijklεkl. (5.3)

In the above equations, subscripts i, j, k, l take on values x, y, z. The Ein-
stein summation convention is used when repeated subscripts occur. Notations
σ, ε, F, u denote stress, strain, body force per volume, and displacement, respec-
tively. Subscript (, j) means differentiating w.r.t. the corresponding coordinate
direction j.

In the case of concentrated contact problems, an alternative way can be used
to obtain displacements. It is based on four assumptions. First of all, the con-
tacting region should be small compared to the dimensions of the contacting
bodies. Secondly, these contacting bodies should be of homogenous linear elastic
material. The third is small displacements and displacement gradients. Fourthly,
inertial effects are ignored, which is a quasi-static case.

These assumptions allow for the use of the half-space approach, which approx-
imates the two contacting bodies by two semi-infinite elastic bodies, bounded by
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the contacting plane. Usually a Cartesian coordinate system (O;x, y, z) is placed,
with the origin at the center of the contact region, and the z-direction pointing
to the outward normal of one contacting body. A half-space is at one side of the
bounding plane and can be denoted by, for instance, {(x, y, z)|z ≤ 0}.

We only consider one half-space here. Displacements at one point on this
half-space caused by a point load at another point were given as a function of
relative distance between these two points by Boussinesq and Cerruti (see [44]).
For instance, normal displacement uz at surface point (x, y) resulting from a
normal point load P at another surface point (ξ, η) is given by [51]:

uz(x, y) =
P

2πG
· (1− ν)

ρ
, (5.4)

where G is shear modulus and ν is Poisson’s ratio. ρ =
√

(x− ξ)2 + (y − η)2 is
the distance between points (x, y) and (ξ, η). We drop the z-component for point
coordinates here since all points of interest are on the surface of the half-space,
i.e. z = 0.

This equation has a singularity point when ρ = 0, at the point where the
load is applied. This is not a serious problem since in practice the load is often
distributed on a finite region [5]. The displacement caused by a distributed load
can be obtained by integration of the displacement by the point load. Replacing
normal load P by pz(ξ, η)dξdη in Eq. (5.4) and integrating on a certain contact
area C, we obtain the relation between normal displacement and pressure (normal
traction):

uz(x, y) =

∫∫
C

Azz(x, y, ξ, η)pz(ξ, η)dξdη, (5.5)

where the kernel

Azz(x, y, ξ, η) =
(1− ν)

2πG
· 1

ρ
(5.6)

is called the influence function. It describes the influence of a unit normal load
at point (ξ, η) on the normal displacement at point (x, y). As mentioned in
Section 2.2.3, the value of Azz(x, y, ξ, η) depends on the relative distance of these
two points, rather than their own locations. This means that:

Azz(x, y, ξ, η) = Azz(x− ξ, y − η). (5.7)

Discretization is done by placing n := nx · ny rectangular elements on a
potential contact area which contains the real contact region. The corresponding
element sizes are δx and δy, respectively. A cell-centered mesh arrangement is
chosen. Using I, J ≤ n as element indices, a widely used approximation for
pressure pz is by piecewise constant function fJ(ξ, η):

pz(ξ, η) =
n∑
J=1

pJ · fJ(ξ, η), (5.8)
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where fJ(ξ, η) = 1 for (ξ, η) on element J and fJ(ξ, η) = 0 elsewhere. Plugging
Eq. (5.8) into integral (5.5), we arrive at:

uz(xI , yI) =
n∑
J=1

[
pJ

∫∫
eJ

Azz(xI , yI , ξ, η)fJ(ξ, η)dξdη
]
, I = 1, ..., n, (5.9)

where eJ denotes element J . Eq. (5.9) leads to a linear relationship:

uz = Azzpz, pz,uz ∈ Rn, Azz ∈ Rn×n, (5.10)

where matrix Azz stores all the influence coefficients (IC) AzzIJ . Each of them is
defined by:

AzzIJ =

∫∫
eJ

Azz(xI , yI , ξ, η)fJ(ξ, η)dξdη, (5.11)

which results from integrating Eq. (5.5) on a single element eJ w.r.t. an ob-
servation on element I. It indicates the physical meaning of the IC: AzzIJ is the
normal displacement on element I, caused by a load fJ on element J . In this
case, the applied (normal) load fJ is a unit piecewise constant function, and
analytic solutions of integral (5.11) can be found in [51]. 3 Moreover, Eq. (5.11)
also implies that the value of the IC is related to the area of element eJ and
material parameters G, ν.

A similar derivation can be done for other ICs, such as Ayx, the y-component
of displacement caused by a unit load in the x-direction.

5.2.2 Model

The model for computing the ICs is based on the contact problem to be solved.
Assume that the contact problem considers two bodies of homogeneous linearly
elastic materials, with shear modulus G and Poisson’s ratio ν. Recall that
n = nx · ny rectangular elements are placed in the potential contact area, with
corresponding mesh sizes δx and δy.

This model is inspired by the fact that an IC is equivalent to the displacement
at one surface point resulting from a unit load at another surface point. We have
to deal with two issues. One is to approximate the semi-infinite half-space, and
the other is to provide a proper boundary value problem.

To approximate the half-space which represents one contacting body, we con-
sider a block of size [−L,L] × [−L,L] × [−L, 0] mm3 in 3D space [103] (see
Fig. 5.2(a)). This block is of the same material as the contacting body, and
L → ∞ gives the half-space model. A unit load is applied at the center of the
top surface, and we solve for the resulting displacements on this surface, which
are the corresponding ICs. Due to the symmetry and anti-symmetry of the dis-
placements, the computational domain can be reduced to a quarter of the block,
[−L, 0]× [−L, 0]× [−L, 0], which is shown in Fig. 5.2(b).

3The analytic ICs are displacement differences of the two contacting bodies. When the same
material is adopted for the bodies, the IC divided by 2 leads to the displacement of one body.
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Figure 5.2: (a) The original 3D block for approximating the half-space. It occupies
space of [−L,L] × [−L,L] × [−L, 0] mm3. Due to the symmetry and anti-symmetry
of displacements on the top surface, we consider the left upper quarter (blue shadow),
which is shown in (b).

ICs
Front surface

(x = 0)
Right surface

(y = 0)
Top surface

(z = 0)

Axz, Ayz, Azz
ux = 0,
∂uy
∂x = 0,
∂uz
∂x = 0.

∂ux
∂y = 0,

uy = 0,
∂uz
∂y = 0.

σz = 1, (x, y) ∈ [−δx2 , 0]× [−δy2 ]
= 0, otherwise.

Axx, Ayx, Azx

∂ux
∂x = 0,
uy = 0,
uz = 0.

∂ux
∂y = 0,

uy = 0,
∂uz
∂y = 0.

σx = 1, (x, y) ∈ [−δx2 , 0]× [−δy2 ]
= 0, otherwise.

Ayy, Axy, Azy
ux = 0,
∂uy
∂x = 0,
∂uz
∂x = 0.

ux = 0,
∂uy
∂y = 0,

uz = 0.

σy = 1, (x, y) ∈ [−δx2 , 0]× [−δy2 ]
= 0, otherwise.

Table 5.1: Boundary conditions at the front surface (x = 0), at the right surface (y = 0)
and at the top surface (z = 0) for different ICs. On other three surfaces the boundary
condition is given by u = 0.

Governing equations for this model are the basic equations in elasticity, as
given by Eqs. (5.1)-(5.3). Boundary conditions can be different for different ICs.
Define displacement by u = (ux, uy, uz)

T , and stress by σ = [σx, σy, σz]
T , then

Table 5.1 gives boundary conditions at the front, right and top surfaces of the
block. At the other three surfaces the boundary condition is given by u = 0.

We explain the boundary conditions on the top surface in Table 5.1. The top
surface of the block is shown in Fig. 5.3. A 2×2 grid with hc = δx = δy is used for
the contact problem. Due to the cell-centered mesh, the ICs for the center points
of these four elements need to be computed. Since the value of the IC depends
only on the relative distance of a pair of points, we can place the right-bottom
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element of the contact grid centered at the origin and compute displacements for
these four points w.r.t. the origin. Moreover, a piecewise constant representation
of tractions is employed, which implies that a unit load is applied on the region
of the center element (the shaded area in Fig. 5.3). Since we only consider a
quarter of the block, the load in the model is only given on a quarter of the
center element.

(0,0)

(-L,0)(-L,-L)

(0,-L)

L

hc

x

y

Figure 5.3: The top surface of the block in the model. In the contact problem a 2 × 2
grid with mesh size hc = δx = δy is used. The center of the right-bottom element is
at the origin. A unit load is applied on the shaded element region. When solving the
resulting displacements by FEM, different meshes can be applied.

With governing equations (5.1)-(5.3) and boundary conditions, we can employ
the finite element method (FEM) to solve for the displacements. In Fig. 5.3,
differently from the 2 × 2 contact grid, other meshes can be used when solving
this model by the FEM. (Be aware that the meshes for the contact problem, and
for the FEM model are different.) A linear interpolation technique is applied
to convert the resulting displacements to the center points of the contact mesh,
which leads to the required coefficients.

Remark 5.1. When using a bilinear approximation of pressures, i.e. the applied
load is bilinear in the model, boundary conditions on the top surface z = 0 are
different. For instance, for the IC caused by a normal load, i.e. Axz, Ayz, Azz,
the condition reads [96]:

σz(x, y, 0) =

{
(1− |x|/δx)(1− |y|/δy), (x, y) ∈ [−δx, 0]× [−δy, 0],
0, otherwise.

For the IC caused by a load in x- or y-direction, one needs to replace the left-hand
side of this condition by σx(x, y, 0) or σy(x, y, 0), respectively.
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5.3 Influence Coefficients Azz by a Piecewise Constant
Load

We know the analytic ICs when pressures are represented by piecewise constant
functions [44, 51]. In this section, the model proposed in Section 5.2 is used
to compute the IC Azz, which is the normal displacement caused by a unit
normal load. The resulting IC value can be compared with the analytic IC.
Tests in this section aim at providing insight on mesh strategies and element
types, considering the accuracy and computational cost.

The contact problem which requires the numerical IC is defined as follows.
Consider a sphere pressed on a plane. Both bodies are of the same material, with
shear modulus and Poisson’s ratio G = 82000 N/mm2, ν = 0.28, respectively.
In this case, the analytic ICs divided by 2 is the displacement on one of the
bodies. The potential contact area is [−4, 4] × [−4, 4] mm2. On this area, four
nc × nc grids are placed: 10 × 10, 20 × 20, 40 × 40, 80 × 80, with mesh sizes
hc = 0.8, 0.4, 0.2, 0.1, respectively.

As a reminder, subscript c refers to the contact problem, subscript s in
the following refers to the model, which is solved by finite element package
SEPRAN [81]. For the solution of the FEM discretization, a preconditioned con-

jugate gradients method is employed with stopping criterion ||uk+1−uk||
||uk+1|| ≤ 10−6,

where u is displacement and the superscripts are iteration indices. To compare
with the analytic IC on a certain contact grid, linear interpolation is used. We
define our target of approximation by:

|Azz0 − F zz
0 |

|Azz0 |
< 0.01, (5.12)

where Azz0 is the analytic coefficient (divided by 2) at the origin, and its approx-
imation by the FEM is F zz

0 .

5.3.1 Mesh Strategies

Remember that our FEM model needs to approximate the semi-infinite half-
space. Hence, the FEM mesh should be easily extended to a very large block
without involving too many elements. Since the displacements decrease outside
the loaded region, more elements can be used near the origin, and much fewer
elements far away from it.

Regarding the type of elements, we first use the hexahedron element which is
easy to be generated for a 3D block. The corresponding mesh strategy is called
“Mesh1”, shown in Fig. 5.4(a). The loaded region is covered by a small cube
[−l, 0]× [−l, 0]× [−l, 0]. Within this cube, a uniform mesh is used with element
size hs = l/m, where m is the number of elements in each direction. Outside this
cube, the element size increases by a factor f leaving the loaded area. Moreover,
edges that do not contain the small cube are divided uniformly into m intervals.
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Figure 5.4: Meshes generated by SEPRAN: (a) hexahedron Mesh1. (b) prismatic
Mesh2 (where diagonal edges on top and right surfaces are a plotting artefact).

In this mesh, stretching factor f , cube size l and its element size hs are to be
determined, so that accurate numerical ICs result.

Another employed element is the prismatic element. As mentioned in Sec-
tion 5.1, in conformal contact, one computes ICs considering a load on the curved
contact surface of the rail, see Fig. 5.1(c). The cross section of the rail has curved
boundaries, and it is well fitted by triangles. Moreover, the rail can be regarded
as infinitely long, so rectangles are used for the other surfaces. This yields the
prismatic elements.

Assuming that the front and back surfaces of the 3D block correspond to the
cross section of the rail in Fig. 5.1(c), these two surfaces should consist of the
triangular faces of the prismatic elements, as shown in Fig. 5.4(b). (One may
see that the top and right surfaces in this figure also show triangles. In fact the
diagonal line in each rectangle does not exist. This is just a plotting issue.)

This prismatic mesh is called “Mesh2”, which also has the small cube config-
uration with a uniform mesh to cover the loaded region. The mesh strategy for
the front and back surfaces is the same as the front surface of hexahedron Mesh1,
except for using triangles instead of rectangles. The top surface can be divided
into four parts. One corresponds to the small cube. The second is a rectangle
along the x-direction, with its width equal to cube size l. Its element size, along
the x-direction, increases by a factor f outside the cube, but the element size
in the y-direction is always hs. This will result in extremely stretched elements
when the block size L gets large. The rectangle along the y-direction has similar
structure. In the fourth part of the top surface, the element size increases in
both directions. The right surface has a similar structure.

Next, we will test different mesh parameters on Mesh1 and Mesh2. Three
tests are defined in Table 5.2, w.r.t. hc, the element size of the grid for the
contact problem. TESTs 2 and 3 are based on a smaller cube near the origin
than TEST 1. Moreover, TEST 3 has a smaller stretching factor f than TEST
2.
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Mesh parameters Cube size l Cube element size hs Stretching factor f
TEST 1 l/hc = 2.5 hc/hs = 4 f = 1.5
TEST 2 l/hc = 1 hc/hs = 4 f = 1.5
TEST 3 l/hc = 1 hc/hs = 4 f = 1.2

Table 5.2: Settings of three tests.

5.3.2 Azz on Hexahedron Mesh1

We start by approximating the IC Azz for the 10 × 10 contact grid. Fig. 5.5
shows results for TEST 1 using linear and quadratic elements, as block size
L increases. Linear elements fail to achieve the target (5.12), denoted by the
dashed line. However, quadratic elements exhibit very satisfactory convergence.
Therefore, quadratic elements will be employed in the subsequent tests.
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Figure 5.5: TEST 1 on hexahedron Mesh1: relative errors at the origin, using linear
and quadratic elements. The dashed line is the target accuracy defined by Eq. (5.12).

Focusing on quadratic elements, the corresponding errors decrease as L is
doubled, and they stabilize for L ≥ 512. The reason for this is that the error
consists of two parts. One is the error of the continuous model, which approx-
imates the infinite domain, i.e. block size L approximates ∞. The other is the
FEM discretization approximating the true solution of the model on the finite
domain. The former is dominant when L is small, until L ≥ 512, when the latter
error is remaining.

TEST 2 and TEST 3 use a smaller uniform cube, and the latter has a smaller
stretching factor than the former. Fig. 5.6 shows the results of these two tests.
Since TEST 3 employs a finer mesh, it results in smaller errors than TEST 2.
At the same time, it requires more elements and thus CPU time. But the cost
is acceptable. Comparing with TEST 1, we observe that TEST 3 can achieve
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Figure 5.6: TEST 2 and TEST 3 on hexahedron Mesh1 for a 10 × 10 contact grid.
(a) Relative error at the origin for different domain sizes L. The dashed line indicates
the target accuracy defined by Eq. (5.12). (b) Numbers of elements. (c) CPU time in
seconds.

similar errors, however at a lower cost (since it has a coarser mesh).

We need to balance the accuracy and the computational cost. On the one
hand, a coarser grid yields cheaper solutions, for instance, using larger stretching
factors such as f = 2 and f = 2.5, or a smaller uniform cube l/hc = 0.5. However,
the corresponding accuracy may be unsatisfactory. A finer grid gives rise to a
better accuracy but is more expensive.
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Figure 5.7: TEST 3 on hexahedron Mesh1, for 20 × 20, 40 × 40 and 80 × 80 contact
grids. (a) Relative error at the origin for different domain sizes L. The dashed line
indicates the target accuracy defined by Eq. (5.12). (b) Numbers of elements. (c) CPU
time in seconds.

Fig. 5.7 gives the results using TEST 3 on the 20× 20, 40× 40 and 80× 80
grids with hc halved. It can be seen from Fig. 5.7(a) that all computations reach
the target accuracy when L/hc ≥ 80 is satisfied. Moreover, when L/hc is the
same for these three grids, the corresponding errors are also similar. In other
words, by shifting the line with red circles to the right, it will coincide with the
line with black stars. The same observation can be found in Figs. 5.7(b) and (c).
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The reason is that the parameters are determined based on the scaling factors
w.r.t. the mesh size of the contact problem hc.

5.3.3 Azz on Prismatic Mesh2

We only show results with prismatic elements for a 10 × 10 contact problem
in Fig. 5.8. It can be found that TEST 3 leads to the smallest errors when L
increases. However, the corresponding cost is the highest (the CPU time with
L = 1024 is so high that we do not show it in this figure). The errors by TEST
1 and TEST 2 are comparable. Since the latter requires fewer elements and less
CPU time, it is the better choice for prismatic elements on Mesh2.
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Figure 5.8: Three tests on prismatic Mesh2 for 10×10 contact grid. (a) Relative error
at the origin for different domain sizes L. The dashed line indicates the target accuracy
defined by Eq. (5.12). (b) Numbers of elements. (c) CPU time in seconds.

A difference with the behavior for the hexahedron mesh observed in Fig. 5.6 is
that the errors at the origin with prismatic elements are decreasing less regularly
when L increases, and stagnate at a higher level than when hexahedron elements
are used. This is attributed to the large stretching of the prismatic elements
when a large L value is used, which yields an ill-conditioned matrix from the
FEM discretization, and hence the results are spoiled to some extent.

5.3.4 Discussion on Mesh Strategies

Based on the above results, we conclude regarding the choices of the mesh pa-
rameters in Table 5.3 for hexahedron Mesh1 and prismatic Mesh2. With these
parameters, target accuracy (5.12) can be achieved. We can see that the same
ranges apply for domain size L, cube size l and cube element size hs between the
hexahedron and the prismatic meshes. Stretching factor f is optimal in different
ranges. The optimal choices for Mesh1 and Mesh2 are TEST 3 and TEST 2,
respectively, as defined in Table 5.2.

Other conclusions are as follows:

• Quadratic elements are preferable on both Mesh1 and Mesh2.
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Parameters Domain size L Cube size l Cube element size hs Stretching factor f Optimal

Mesh1 L/hc ≥ 80 1 ≤ l/hc ≤ 1.25 hc/hs ≥ 4 1 ≥ f ≥ 1.5 TEST 3

Mesh2 L/hc ≥ 80 1 ≤ l/hc ≤ 1.25 hc/hs ≥ 4 1.5 ≥ f ≥ 2 TEST 2

Table 5.3: Recommended mesh parameters for hexahedron Mesh1 and prismatic Mesh2.

• The mesh parameters in Table 5.3 are also satisfactory for other contact
grids, such as the 20× 20, 40× 40, 80× 80 meshes.

• The errors become stable when L/hc ≥ 640 on Mesh1, and when L/hc ≥
160 on Mesh2.

• The same mesh strategies can be used to compute other ICs such as Axx,
Ayy, and Axy, using the corresponding boundary conditions as defined in
Table 5.1. Similar results are found for the numerical accuracy and the
computational time.

• The same mesh strategies are also applicable to compute ICs when pre-
scribing a unit bilinear load.

• Smaller errors can be attained with Mesh1 than with Mesh2, as described
in Section 5.3.3. A proper value of domain size L needs to be chosen for
the prismatic Mesh2.

5.4 Error Propagation in a Cattaneo Shift Problem

Errors in influence coefficients (ICs) can disturb the final solution of a contact
problem. To investigate this, a Cattaneo shift contact problem [13] is solved,
which is based on a sphere pressed on a plane and then shifted tangentially.
This problem was specified in Section 5.2.1.1 of [51] and in Section 5.1 of [101],
and has been solved in Chapter 4. Both sphere and plane are of the same elastic
material, a quasi-identical case. In this case, the problem can be decoupled into
a normal and tangential problem, since the results of the latter do not influence
the former [51].

We solve these two subproblems separately in this section. Analytic and
numerical ICs are used in the solution procedure, and the contact solutions are
compared.

5.4.1 The Normal Problem

The normal problem is based on a normal force applied to the sphere on the
plane so that a contact area is formed due to the deformation. The sphere and
plane have the same shear modulus and Poisson’s ratio, G = 200 N/mm2 and
µ = 0.42, respectively. The radii of the sphere are Rx = Ry = 50 mm. The
contact area is a circle with radius 1 mm. According to the Hertz theory [44],
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the normal force is Fz = 9.1954 N , the approach, i.e., the maximal penetration,
is δ = 0.02 mm, and the maximal pressure is pmax = 4.3905 N .

In the numerical implementation, approach δ = 0.02 mm is prescribed. The
contact area and pressure on it are solved for. We show the results for the normal
force Fz, which is the integral of the pressure on the contact area. Moreover, the
errors in the maximal pressure pmax and in the contact area are also analyzed.
The potential contact area is set to [−1.2, 1.2]×[−1.2, 1.2] mm2. The undeformed
distance function reads h(x, y) = 1

2Rx
x2 + 1

2Ry
y2 − δ. The algorithm NORM [51]

is used, with stopping criterion chosen as

‖ d ‖rms
‖ h ‖rms

≤ 10−6, (5.13)

where d is defect, and the root-mean square norm is used.
Only IC Azz is required in this normal problem. Both analytic and numerical

ICs based on our model are employed in the numerical experiment. Relative
errors w.r.t. the Hertzian solutions are shown. For example, the error in the

normal force is defined by |F̄z−Fz |
Fz

, where F̄z and Fz are forces provided by the
numerical method and analytic solution, respectively.

We firstly examine the IC obtained by a unit piecewise constant load, then
the ICs by a bilinear load. The results are also compared.

Analytic ICs

First of all, we use the analytic ICs in this normal problem. Relative errors in
the normal force Fz, in the maximal pressure pmax and in the area of contact
region are presented in Fig. 5.9. It is found that the errors in the normal force
are already quite small. Errors in the maximal pressure show a linear reduction
when the grid is refined. The errors in the contact area are the largest, which can
be explained by the addition or removal of complete elements in the numerical
treatment where the contact area changes.

ICs by a Piecewise Constant Load on Hexahedron Mesh1

In this experiment numerically computed ICs on Mesh1 are used. Fig. 5.10(a)
shows relative errors in the resulting normal force for three different discretiza-
tions of the contact problems: 10 × 10, 40 × 40 and 160 × 160 grids. It can be
seen that these errors decrease as domain size L increases on the three grids.
Moreover, the errors using 40×40 and 160×160 grids are very similar, and they
are smaller than using the 10× 10 grid when L increases.

Fig. 5.10(b) presents the relative errors in the maximal pressure pmax. As L
increases, the error for the 10× 10 decreases until it stagnates, then it increases
and stabilizes. Such stagnation also occurs with the errors related to the 40× 40
and 160×160 grids (the latter is not clearly shown since stagnation is at L = 1024.
If L is larger, the curve will increase again). However, it is difficult to know
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Figure 5.9: Normal problem with analytic ICs: relative errors in the normal force Fz,
in the maximal pressure pmax and in the contact area. The x-axis shows the number
of element in each direction of contact grid nc × nc.
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Figure 5.10: Normal problem with ICs by a piecewise constant load on hexahedron
Mesh1: (a) errors in the normal force, (b) errors in the maximal pressure, (c) errors
in the contact area.

beforehand the value of L for which the maximal pressure stagnates. Moreover,
when L reaches the largest value, i.e. L = 1024, the finer the grid is, the smaller
the resulting error.

Errors in the contact area are presented in Fig. 5.10(c), where the finest
grid always yields the smallest errors for different values of L. Moreover, as L
increases, errors on these three grids reduce and then stagnate.

Based on the above discussion, we come to the conclusion that it is optimal
to choose L as large as possible on this mesh.

ICs by a Piecewise Constant Load on Prismatic Mesh2

ICs computed on prismatic Mesh2 are employed here. In Fig. 5.11(a), errors
decrease as L increases, and then they increase a bit when L gets larger. Using
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40 × 40 and 160 × 160 grids results in smaller errors than the 10 × 10 grid.
Moreover, these two fine grids exhibit the same errors. This situation is the
same as when using the IC on Mesh1 in Fig. 5.10(a).
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Figure 5.11: Normal problem with ICs by a piecewise constant load on prismatic Mesh2:
(a) errors in the normal force, (b) errors in the maximal pressure, (c) errors in the
contact area.

Fig. 5.11(b) presents a stagnation in each curve for the error in the maximal
pressure pmax. Errors in the contact area in Fig. 5.11(c) indicate that for a fixed
value of L, the finer the discretization, the smaller the error will be.

Notice that in Fig. 5.11, the results on 40×40 and 160×160 grids are lacking
when L gets very large. The reason is that the ICs are not computed in this
case. In fact, highly distorted elements occur on Mesh2. As mentioned in Sec-
tion 5.3.3, large L values give rise to over-stretched elements and ill-conditioned
FEM matrices. Therefore, it is important to carefully find a proper value for L
on Mesh2, neither too large nor too small.

ICs by a Bilinear Load

Here, the ICs have been computed also with the bilinear load as described in
Remark 5.1. Since the analytic values cannot be accessed easily, no comparison
was made in Section 5.3 between analytic ICs and numerical ICs. However, it is
possible to use these ICs in the contact model and study the propagation of errors,
as the above discussion for the ICs computed using the piecewise constant load.
The resulting figures are very similar to Figs. 5.10 and 5.11, and are therefore
omitted for brevity.

Discussion on the Normal Problem

We compare the influence of all ICs on the normal contact problem. Numerical
ICs are obtained on Mesh1 with L = 1024 and on Mesh2 with L = 128. Relative
errors in the normal force are shown in Fig. 5.12(a). We find that, on the one
hand, both piecewise constant and bilinear loads result in similar errors on a
very fine discretization. On the other hand, errors on Mesh1 are smaller than
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Figure 5.12: Normal problem with different ICs: (a) errors in the normal force, (b)
errors in the maximal pressure, (c) errors in the contact area. Here, “PC” and “Bi”
denote piecewise constant and bilinear loads, respectively.

those on Mesh2. For instance, on the finest 160 × 160 grid, the former reaches
a relative error of 0.1% and the latter around 0.8%. Moreover, these numerical
ICs cannot yield normal forces as accurate as the analytic ICs, which results in
errors smaller than 10−6.

Fig. 5.12(b) gives the errors in pmax, where the Mesh1 results in a similar
accuracy as using analytic ICs. These errors are again smaller than those on
Mesh2. Errors in the contact area are presented in Fig. 5.12(c), where we notice
that the ICs based on a bilinear load on Mesh2 can even result in better accuracy
than the analytic ICs.

5.4.2 The Tangential Problem

In the tangential problem, the contacting sphere is shifted in the x-direction by
a tangential force Fx = (7/8)µFz. Here, µ = 0.4 is the friction coefficient of
Coulomb’s frictional law. The sphere sticks to the plane where the tangential
traction is small. Local sliding occurs when the traction reaches the frictional
traction bound. According to Cattaneo’s theory [13, 101, 51], the adhesion area
is a circle with radius θ = 0.5. In this case, the rigid shift of the sphere is given
by wx = 0.00817 mm.

In the implementation, we have prescribed the rigid shift wx = 0.00817 mm
and friction coefficient µ = 0.4. The tangential traction, the adhesion and slip
areas are to be solved. Integration of the tangential traction over the contact
area yields tangential forces Fx, Fy. The required ICs are Axx, Ayx, Ayy, Axy,
where Ayx = (Axy)T . The solver is the TangCG algorithm, proposed in [115] and

presented in Chapter 4. The iterations of TangCG terminate when
||pk+1

t −pk
t ||

||pk+1
t ||

<

10−6, where pt is the tangential traction consisting of x- and y-components. The
solution procedure starts with the computed contact area and the corresponding
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pressures resulting from the normal problem where the same strategies are used
to compute the ICs for both the normal and tangential problems. This means
that, for instance, if Azz for the normal problem is obtained by a bilinear load on
Mesh1, this strategy is also employed to compute Axx, Axy, Ayy for the tangential
problem.

We only compare tangential force Fx in this case. The analytic Cattaneo
solution for Fx is not completely relevant here, since it does not involve the force
in the lateral direction w.r.t. the shift direction. Therefore, rather than using
this solution as the reference for comparison, we use Fx = 3.2216 N , which is
obtained by the TangCG algorithm with analytic ICs when hc → 0.
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Figure 5.13: Tangential problem: errors in tangential force Fx, with ICs by a piecewise
constant load on (a) hexahedron Mesh1 and on (b) prismatic Mesh2.

First, we use the ICs computed by a unit constant load on hexahedron Mesh1,
and the resulting errors in the tangential force are shown in Fig. 5.13(a). These
errors decrease as domain size L increases. Errors on the 10× 10 grid sometimes
are smaller than those on finer grids. This may due to the fact that a finer
grid requires a larger number of ICs and hence errors may accumulate in the
evaluation. Fig. 5.13(b) presents errors when the ICs are computed on prismatic
Mesh2. As the domain size increases, these errors first are reduced, and then
increase somewhat again. The same observation can be found when the ICs are
obtained by a bilinear load, so we do not show the corresponding results here.

To compare these ICs, again we choose L = 1024 for Mesh1 and L = 128 for
Mesh2. A piecewise constant load as well as a bilinear load are used. Fig. 5.14
shows the errors in the tangential force with the resulting ICs. Using analytic IC
yields a linear reduction of errors, and the numerical ICs obtained by hexahedron
Mesh1 give rise to smaller errors than those by prismatic Mesh2. For instance,
the former achieves around 0.03% and the latter possesses 0.17% on the 160 ×
160 grid. The piecewise constant load and bilinear load yield similar results.
However, we conclude that “engineering accuracy” can also be achieved on the
prismatic mesh.
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Figure 5.14: Tangential problem: errors in tangential force Fx with different ICs. Here,
“PC” and “Bi” denote piecewise constant and bilinear loads, respectively.

5.5 Conclusion

In this chapter, we studied the numerical calculation of the influence coefficients
(ICs) that are used in fast solvers for concentrated contact problems. These
ICs are displacements caused by a unit load, either a piecewise constant load or
a bilinear load, depending on the representation of the unknown tractions. To
compute these ICs, an elastic model was provided, including governing equations
and boundary conditions for different ICs. The finite element method is employed
via package SEPRAN [81]. Considering the accuracy and computational cost,
we recommend hexahedron Mesh1 and prismatic Mesh2, with their own specific
mesh parameters after several numerical tests. The former is easily extended to a
large computational domain that approximates the half-space. The latter is more
generally applicable, while a proper domain size needs to be chosen carefully in
order to prevent over-stretched elements.

The numerically computed ICs are incorporated into the solution procedure
of a Cattaneo shift problem, which is decoupled into a normal and a tangential
problem. The effects of these ICs on the contact solutions are discussed. ICs
obtained on hexahedron Mesh1 show better performance than those on prismatic
Mesh2. However, the prismatic mesh is favorable for engineering applications.
The performance does not differ much between ICs that are computed by a
piecewise constant load or a bilinear load. This means that using piecewise
constant and bilinear representations for unknowns results in the same accuracy,
in agreement with the corresponding statements in [96, 51].

The work in this chapter provided a guidance for developing fast solvers for
conformal contact problems. Similar model and meshing strategies can be used
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there to compute ICs on curved domains. Similar errors in the ICs and similar
error propagation may be expected, such that meshing parameters may be chosen
along the lines of the results presented here.





Chapter 6
Conclusions and Outlook

6.1 Introduction

The objective of our work in this thesis was to develop fast numerical solvers for
concentrated elastic contact problems, with the application of wheel-rail contact
in the railway industry as the motivating example. The contact problem con-
cerns the elastic deformation of two bodies when they are brought into contact
and further into relative motion. Generally speaking, it can be modeled by a 3D
boundary value problem, consisting of the basic elastic equations and specific
boundary conditions for the contact phenomenon. In this thesis, we focused on
the contact between bodies of linear homogenous elastic material. In the case
of concentrated contact where the contact area is small compared to the dimen-
sions of the contacting bodies, models and discretization have been provided by
a variational formulation [51], based on the boundary element method (BEM).
The BEM transforms the 3D boundary value problem to a 2D boundary inte-
gral problem, where the corresponding Green’s function expresses the relation
between the tractions and deformations on the surface of the half-space. This
method only requires discretization of the boundary region, which reduces the
computational cost.

The variational formulation represents a convex optimization problem, with
linear or nonlinear constraints for different types of contact problems. The exis-
tence of a unique solution for this formulation has been provided by the corre-
sponding Karush-Kuhn-Tucker (KKT) conditions. The boundary integral gives
rise to a system with symmetric, positive definite coefficient matrices of dense
Toeplitz structure, for which fast computing techniques such as the fast Fourier
transform (FFT) have been explored. Furthermore, an active set strategy has
been incorporated to deal with the contact conditions. The research in the
present thesis has resulted in efficient numerical techniques and fast algorithms
in this context.

In this chapter, we summarize and conclude our work in Section 6.2. Sugges-
tions for future work are provided in Section 6.3.

103



104 6. Conclusions and Outlook

6.2 Conclusions

Conclusion on Chapter 2

Chapter 2 was devoted to the 3D normal contact problem, which was based
on contact caused by a force applied perpendicularly to the contact surface.
We have searched for the contact area, which was formed due to the elastic
deformation, and the pressures on it. As the model, a linear complementarity
problem was used, where the complementarity conditions stated that the gap
between the two body surfaces should be equal to zero in the contact area and
positive outside. Moreover, the pressures were compressive (≥ 0) in the contact
region but vanished outside.

We have presented a full multigrid (FMG) method, that combines an active
set strategy, a multigrid (MG) approach and a nested iteration technique. The
active set strategy partitions the potential contact region into a contact area
and an exterior area, and iteratively modifies them based on the solution of the
governing equations defined on the current contact area. The governing equa-
tions are solved approximately by one multigrid cycle. It employs a damped
Gauss-Seidel smoother to smooth highly oscillatory error modes with the coef-
ficient matrices being dense, symmetric and positive definite, and, moreover, of
block Toeplitz with Toeplitz block (BTTB) structure. Different from standard
multigrid is that the contact area is restricted to coarser grids as well.

This FMG method has been implemented for a smooth Hertzian contact.
We examined MG as a solver. Then, for the complete problem, we checked the
performance of the active set strategy with MG, and further the improvement
by the nested iteration. After this, the FMG method has been employed for a
rough surface contact. The results indicate the efficiency of MG for the governing
equations, and of using one MG cycle to modify the contact areas in each active
set iteration. The FMG scheme provides accurate initial pressures for solving the
governing equations on the target grid, and a highly satisfactory initial contact
area which resembles the converged contact area better than the original method.
The FMG method has been compared with the original NORM [51] method in
terms of the number of iterations and work units. Those numbers by the former
are low and sometimes even reduced when the problem size increases. Moreover,
the FMG method attains the discretization error accuracy in a few iterations on
the target grid. From the experiment for the rough surface contact, the FMG
also demonstrates robustness for problems on irregular computational domains.

Concerning the BTTB coefficient matrices, a Gauss-Seidel smoother cannot
benefit from fast computing techniques for matrix-vector products, such as the
fast Fourier transform (FFT) or multi-level multi-integration techniques. The
former has been explored by Vollebregt in [100] for the normal contact, and in
our work it has also been incorporated for tangential contact problems in the
subsequent chapters.
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Conclusion on Chapter 3

In Chapter 3, we started to work on the tangential contact problem, where
frictional effects are involved when the two contacting bodies are brought into
relative motion. The two bodies stick to each other when the tangential tractions
do not exceed the traction bound. Local slip occurs when the traction bound is
attained. In such problems, the adhesion and slip areas, and the corresponding
tangential tractions are to be found. We have applied locally Coulomb’s friction
law to determine the traction bound, which is equal to the pressure multiplied
by a friction coefficient. The model for the 3D tangential problem is based on
inequalities and nonlinear constraints, which makes it quite complicated.

Therefore, we have first focused on a 2D line contact problem in this chapter.
The problem considers a cylinder shifted over a flat surface. The friction coeffi-
cient is assumed infinity so that no slip occurs and further the contact conditions
are excluded. Due to the case of plane strain, quantities along the cylinder axle
direction are ignored. As a result, the potential contact area is discretized by an
n× 1 grid, yielding a Toeplitz coefficient matrix for the governing equation.

We have developed an FFT smoother incorporated in an MG method. This
smoother is based on a Richardson iteration with a Toeplitz preconditioner that
approximates the inverse of the coefficient matrix. We have illustrated the
approach to construct this smoother by FFTs, and numerically analyzed the
smoothing property. It was shown that this smoother reduces many components
of the error, but enlarges several smooth components. This causes convergence
difficulties for the MG method. To overcome this drawback, techniques such
as subdomain deflation and row sum modification (RSM) have been studied.
They are incorporated into the FFT smoother within the MG method, to solve
two model problems that have constant and spatially varying right-hand sides.
The resulting iteration numbers and convergence factors indicate that MG with
the FFT+RSM smoother is a preferable choice. Among the three V-cycles, the
V(0,1)-cycle appears favorable regarding the CPU time. The RSM approach has
also been adopted for a wavy contact where the Toeplitz structure is lost, but
the MG with FFT+RSM still works efficiently. Furthermore, the FFT+RSM
method has been applied as a stand-alone solver, showing rapid convergence.
Both methods related to the RSM have complexity O(n log(n)), with n the
number of unknowns.

Conclusion on Chapter 4

In Chapter 4, we have proposed the TangCG algorithm for 3D tangential con-
tact problems, where a nonlinear constrained optimization formulation is solved.
Different from conventional solvers, the TangCG method applies two types of
variables: tractions in the adhesion area and angles in the slip area. On each
slip element, the traction is defined at a circle with radius equal to the traction
bound, which automatically satisfies the condition that the magnitude of the
tractions should equal the traction bound in the slip area. This results in non-
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linear governing equations, and a nonlinear conjugate gradient (NLCG) method
is employed, with a diagonal preconditioner in order to bring the quantities of
the adhesion and the slip areas to the same scales. An active set strategy is
combined again to deal with the contact conditions. We have described this al-
gorithm in detail based on a simple problem, and also illustrated it by figures.
The convergence of the NLCG and a linear CG methods have been discussed as
well.

We have tested the TangCG algorithm for various Cattaneo shift problems
carrying different amounts of slip. Since each governing equation was solved
approximately by K NLCG iterations, first of all, we analyzed different values
of K and found K = 3 to be optimal. The convergence behavior was compared
between TangCG with and without preconditioning, where it turns out that
preconditioning dramatically accelerates the convergence. Moreover, this method
has been compared with the existing ConvexGS method [95], in terms of iteration
numbers and CPU time. The TangCG method achieved a complexity of O(n1.7)
while the ConvexGS showed O(n2.3), with n the number of unknowns in the
contact area.

Conclusion on Chapter 5

We have developed numerical solvers for concentrated contact problems where
the BEM was used and the corresponding influence coefficients (ICs) represent
the relation between tractions and deformations in the contact region. In Chap-
ter 5, we aimed at extending the range of applicability of the contact approach
towards the conformal contact problem, which possesses a possibly curved and
larger contact area. Hence the half-space approach is not valid, which gives dif-
ficulties for fast solvers based on the BEM formulation since the ICs are not
analytically known.

In this chapter, we have focused on a concentrated contact setting where ana-
lytic ICs and contact solutions are available. We have proposed an elastic model
to numerically compute the ICs, based on the half-space approach. This model
considers a unit load applied on a 3D block. It is formed with the basic elastic
equations in a quasi-static case, and different boundary conditions for different
ICs. Moreover, this model employs a large computational domain to approx-
imate the semi-infinite half-space. The finite element method in the package
SEPRAN is used. With this model, the ICs for the normal contact problem were
computed. Considering the accuracy and computational cost, we recommend
a specific hexahedron mesh as well as a prismatic mesh. The former is easily
applied on a large computational domain and results in small errors. The latter
is generally applicable, however, the domain size has to be chosen properly and
with care. Suggestions of the involved mesh parameters were provided, moreover,
quadratic elements are found preferable over linear elements. The same meshing
strategies can be used to obtain other ICs.

The computed ICs were incorporated into the solution methods for a Cattaneo
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shift problem, that is decoupled into a normal and a tangential problem. In the
normal problem we compared the contact solutions on different contact grids,
with the ICs obtained by a piecewise constant load on a hexahedron mesh and on
a prismatic mesh. The errors in the normal force and in the contact area decrease
as the model domain size increases. At the same time, the errors in the maximal
pressure decrease and then increase a bit. Similar behavior was found with ICs
based on a bilinear load on these two meshes. The comparison of the errors in
the normal force shows that both piecewise constant and bilinear loads give rise
to similar errors on very fine discretizations. Moreover, the hexahedron mesh
results in smaller errors than the prismatic mesh. Using numerical ICs cannot
achieve the accuracy of using analytic ICs. However, concerning the errors in the
maximal pressure, the ICs on the hexahedron mesh can yield similar accuracy
as analytic ICs, and they are smaller than using the ICs on the prismatic mesh.

In the tangential contact problem, adopting the ICs obtained by piecewise
constant and bilinear loads shows similar behavior when the domain size in-
creases: errors in the tangential force decrease for ICs on the hexahedron mesh,
while they increase a bit after reaching their smallest values using ICs on the
prismatic mesh. Choosing specific domain sizes for the two meshes and compar-
ing the solution errors with these numerical ICs, we found that the ICs obtained
on the hexahedron mesh show a better convergence than those on the prismatic
mesh. The latter ones can achieve however the requested engineering accuracy.
As expected, the behavior does not differ much between ICs computed by a
piecewise constant load and a bilinear load, in agreement with the corresponding
statement in [96, 51].

6.3 Outlook

The present work in this thesis inspires towards the following interesting topics
for future research:

• For the Toeplitz matrix arising from the 2D tangential contact problem,
a multigrid method with the FFT+RSM smoother has been proposed in
Chapter 3. This method may be applied to Toeplitz matrices in other
applications, such as image deblurring and signal processing (e.g. [34, 79]).

• The 3D contact problem requires to solve a block Toeplitz matrix with
Toeplitz blocks (BTTB), for which the multigrid method with the FFT
smoother needs to be extended. The corresponding FFT smoother can
be constructed, adopting the FFT preconditioner proposed by Vollebregt
in [100]. More attention should be given to a technique for the increasing er-
ror component resulting from the applications of the smoother, similarly as
the RSM. The resulting method, incorporated into a full multigrid method
as presented in Chapter 2, can yield a fast solver for 3D normal contact
problems. Moreover, it can also be applied to BTTB matrices in other
applications as mentioned above.
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• The TangCG algorithm proposed in Chapter 4 has been applied to transient
rolling contact problems where the deformation and the tractions at the
previous time are known beforehand. A big challenge is to develop fast
solvers for the steady-state rolling contact, with a computing speed similar
as for TangCG. In steady-state rolling contact problems, tractions are time-
independent and to be solved, but the particles on each contacting surface
changes with time. This gives rise to different coefficient matrices in two
successive time steps. The resulting governing matrix is non-symmetric and
the positive definite property is not guaranteed [97]. There is no precise
variational formulation for such problems [51, 95].

As a solution strategy, the DUVOROL approach [51] has been used, which
computes tractions at each time until the difference of the tractions is small.
Another method is SteadyGS [97], which reformulates the problem to keep
the symmetric and positive definite structure for the coefficient matrix, and
a nonlinear Gauss-Seidel process is employed. However, these methods are
not satisfactorily fast and more efficient methods are demanded.

• The future research can focus on the extension of the work in this thesis to-
wards conformal contact problems, for which fast solvers are also demanded.
Chapter 5 can be a good reference since the resulting model and meshing
strategies can be used to compute influence coefficients, and similar error
propagation may also be expected. Moreover, it is worthwhile to combine
the fast solvers presented for concentrated contact problems in Chapters 2,
3 and 4, with these computed influence coefficients for conformal contact
problems.

• In this thesis, we have focused on model problems mainly. It may be very
interesting to see the performance of all solvers and resulting strategies in
true rail-wheel engineering applications and in other involved engineering
applications.
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P. Horyl. A theoretically supported scalable TFETI algorithm for the so-
lution of multibody 3D contact problems with friction. Computer Methods
in Applied Mechanics and Engineering, 205:110–120, 2012.

[20] G. Duvaut and J. L. Lions. Les inéquations en mécanique et en physique.
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