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We consider optical disks consisting of several stacked layers, one of which is a
recording layer which consists of a dye (for write once disks) or a phase-change
material (for rewritable disks). Due to the illumination by a laser spot the tem-
perature increases locally in the disk. The pulsing laser spot writes marks in
the recording layer that represent the digitally encoded data. To guide the laser
spot, the structure of the disks is grooved. Due to these grooves, the incident
light of the spot is scattered.

With the existing finite element program Cyclop, electromagnetic diffraction
problems in two-dimensional periodic structures can be solved rigorously for
three-dimensional incident fields, such as the laser spot used in optical record-
ing.

A three-dimensional finite element method code exists in Philips Research to
simulate the heat diffusion during the recording. The optical and thermal mod-
els and codes are integrated for a more accurate simulation of the recording
process.

The integration of the models has been tested on a planar geometry. Finally,
thermal simulations are run for stationary and moving predominantly TE- and
TM-polarized spots that are focused on the center groove of a Blu-ray disk.

Conclusions:

With the integration of the optical and the thermal model a tool has been de-
veloped with which several phenomena, such as polarization effects and the
influence of changing the geometry an properties of the stack, can be simulated
accurately. The results of such simulations will give insight in the optimiza-
tion of groove geometry, stack design and the effects of for instance optical and
thermal cross-track cross talk.
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Glossary of notation and symbols

Throughout this report, the symbols printed in italic are scalars and symbols in bold are vectors. When a
symbol is printed calligraphic (for exampléor i), it is not only a function of the spatial coordinatéut
also of the time.

The following list contains the physical constants that are used in this report.

symbol description value
€0 electric permittivity of vacuum  8.854 x 10~ 2C? /Nm?
Lo magnetic permeability of vacuum 4z x 10~"Wb/Am

The following list contains the most important symbols that are used in this report.

symbol description unit
) focal depth m
A thickness of recording stack m
Ac distance between successive clusters

Ak,, Ak, grid distances in reciprocal space m
Ax,Ay  grid distances in ordinary space m

€ relative permittivity -
K heat conductivity W/m/°C
A wavelength m~1
P density kg/m?
p charge density C/m3
pC) heat capacity J/m/°C
X electric susceptibility -
w frequency rad/s
Q unit cell -
Cy specific heat J/kg/ °C
D diameter of focused spot m
E electric field (real) V/m
E electric field (complex) V/m
E’ incident electric field V/m
Es scattered electric field V/m
H magnetic field (real) A/m
H magnetic field (complex) A/m
H! incident magnetic field A/m
H® scattered magnetic field A/m
I intensity factor -
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symbol description unit
J current density (real) A/m
J current density (complex) A/m?
k wave number -
k wave vector rad/m
K number of grid points used in FFT in peripd -
Liy, Ly, Ly,  dimensions of thermal computational box m
n index of refraction -
NA numerical aperture -
Ne cluster index -
N, total number of clusters -
Np period index -
N, total number of periods -
Ny, Ny number of grid points used in FFT irt, y-direction -
P grating period m
P total power of laser spot w
P electric polarization C/m?
S Poynting vector (real) J/sm?
S Poynting vector (complex) J/sm?
Q heat source V/m?
t time s
T temperature °C
v velocity m/s
w total energy density J/m
We electric energy density J/m
Wi magnetic energy density J/m3
W absorbed energy W/m?
Ty Yo, Ze Cyclop coordinates of a thermal nodal point -
2 ©Philips Electronics Nederland BV 2002



Chapter 1

Introduction

This report is the result of my graduation project at Philips Research Laboratories, Eindhoven. The gradu-
ation project is part of the curriculum of Technical Mathematics at Delft University of Technology (TUD)
and has been supervised by prof. dr. Urbach (Philips), dr. ir. Meinders (Philips) and ir. Segal (TUD).

1.1 Brief history of optical recording

The use of (digital) optical recording started in 1982 with the introduction of the compact disk system
(CD). This read-only medium, with a storage capacity of 650MB (Megabytes), became widely accepted
and appreciated due to its replicability and durability. Besides as a medium for recorded music the compact
disk can be used to store computer data: the compact disk read-only memory or CD-ROM (introduced in
1985).

The digitally encoded information on a CD or CD-ROM is contained on a disk with a diameter of 12 cm in

the form of a relief structure, consisting of pits and non-pits with varying length, along a spiralling track.
The pits and non-pits can be interpreted as a binary code of zeros and ones. The substrate disk is coated
with a metallic mirror and a protective layer. The metallic mirror layer allows the information to be read

by detecting intensity differences in the reflected light, caused by the diffraction on the relief structure, of a
laser beam that is focused on a track on the surface.

A drawback of the CD(-ROM) was that for consumers it was not possible to record. Therefore the CD-R
was introduced in 1990, which made it possible for consumers to write once. Like the CD(-ROM), the

CD-R has a 650MB storage capacity, enabling people to make back-up copies of their CD(-ROM)s or to
create their own data. In 1997 the limitation of recording once was overcome by the introduction of the
CD-ReWritable (CD-RW). With the CD-RW it was possible to rewrite on the same disk up to 1000 times.

The enormous success of the compact disk format and the forthcoming of high quality MPEG video material
and the introduction of data traffic over the internet caused a growing need for larger storage capacity and
higher data transfer rates (for both reading and recording). This initiated a race between manufacturers
focused on both speed and data capacity, which eventually resulted into the development of the digital
versatile disk (DVD), introduced to the general public in 1997. Its storage capacity of 4.7GB (Gigabytes),
and even 8.5GB for the dual layered version, in combination with a maximum data rate of 11.2 megabit per
second (Mb/s), easily fulfilled this need. The introduction of the DVD proceeded even faster than that of
the CD and its popularity boomed in particular by the movie industry and because of the possibility to play
CD’s with DVD-players.

The most recent commercially available recordable media are the DVD+R (e.g. Philips), for single time
recording, the DVD+RW (e.g. Philips)/DVD-RW (e.g. Pioneer), for multiple writing and the DVD ran-
dom access memory (DVD-RAM, e.g. MEI). Like the (single layered) DVD disk both the DVD+R and
DVD+RW disks have a storage capacity of 4.7GB. For instanceZeged. 99-101.
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Figure 1.1: An illustration of the stack for the Blu-ray disk, which has an IPIM recording stack.

The latest medium in the race for speed and storage capacity among (re)writable storage media, developed
within the framework of high-definition television (HDTV) by Philips and Sony in 1999, is the Blu-ray

disk (BD) (the former digital video recording disk (DVR) standard). A single layer BD disk has a storage
capacity of 23.5GB or 25GB, whilst the capacity of the double layer version is aimed at a dazzling 47GB
or 50GB. Tablel.1gives an overview of some properties of several of the recordable media.

1.2 Dye and Phase-change recording

In contrast to read-only media like the CD(-ROM) and DVD, the tracks of (re-)writable disks are grooved.
These grooves are used to guide the spot during reading or recording. The distance between two adjacent
tracks is called the track pitch (TP). See Tallé The write once and rewritable disks all consist of
several stacked layers. The materials, the thickness and the number of layers depends on the type of disk.
In between a pre-grooved substrate of poly-carbonate and another substrate layer, the seccadla)

stackis situated.

For write once disks (CD-R, DVD+R), the recording stack consists of a metallic mirror layer and a layer of
organic dye. During the recording process, when a focused laser pulse illuminates it, the dye decomposes,
which causes among others the optical properties of the dye to irreversibly change. The written marks have
various lengths representing the digitally encoded data.

For rewritable media like the CD-RW, DVD+RW and BD, use is made of a so called phase-change material.
Such a material has the property that it can be (locally) changed very quickly from a crystalline to an
amorphous state and vice versa by means of heating with a laser. The recording stack of a typical rewritable
disk consists of four layers. This structure is called an IPIM layer stack. On top of the pre-grooved substrate
made of poly-carbonate or glass, is a dieledtnterference layer. On top of this dielectric layer there are
subsequently th@®hase-change layer, another dielectniterference layer, a metalligirror layer and

Table 1.1: Optical and mechanical specifications of several recordable media. (TP = track pitch)
medium A TP | capacity
[nm] | [pm] | [GBJ
CD(-R/-RW) 780 | 1.60 0.65
DVD(-R/+RW) || 650 | 0.74 4.7
BD 400 | 0.32 | 23.5/25

4 ©Philips Electronics Nederland BV 2002
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Figure 1.2: Strategy for direct overwrite. During reading, modulations in the intensity of the reflected light
can be measured.

finally the protective cover layer. For BD disks a substrate cover layer of just 403 used. See Figure
1.1

The metallic layer of the recording stack acts as a heat sink during recording. During the reading pro-
cess it is used to reflect the incident laser light. The various thicknesses and chemical compositions of
the different layers of the recording stack are optimized to fulfill several optical, thermal and mechanical
requirements. For example, the thickness of the dielectric and metal layers are chosen such that the optical
contrast between the two states of the recording layer is optimized.

The reading of the data is based on the differences in the optical properties of the marks and the surrounding
recording material which cause differences in the intensities of the reflected laser light. These intensity
variations are measured with a detector.

There are several ways of writing the amorphous marks. Depending on the system, 'groove’-recording or
'land and groove’-recording can be used. In case of 'groove’-recording, the marks are only written in the

grooves of the disk. When ’land and groove’-recording is used the marks are written in the lands of the

pre-grooved substrate as well as in the grooves.

The actual writing in done by using 'multi-pulse recording’. With this recording technique each mark

is formed by a train of short high power laser pulses generating overlapping amorphous dots, as shown in
Figurel.2 To avoid the accumulation of heat, the power of the laser is set to a low level, such that the molten
material is cooled to below the crystallization temperature of the phase-change material (quenching). When
marks have to be erased, the laser power is set to a certain level which is just high enough to crystallize
the material and erase any possibly present previously written marks. Because this system allows the direct
overwriting of previous marks, it is generally referred to as Direct Overwrite (DOW). Reading the recorded
data is done at a power level fairly below the erasure power level.

1.3 Motivation for this research project

The rewritable disks have a narrow track pitch to enable a high areal data density. Unfortunately, this causes
optical and thermal cross-track cross talk between adjacent tracks. It has been shown that this optical cross-

©Philips Electronics Nederland BV 2002 5
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track cross talk can be reduced to an acceptable level by tuning the groove Iipth |

During recording, the thermal cross-track cross talk becomes a serious problem, because previously written
marks in adjacent tracks can be partially or even completely erased. This undesirable side-effect is due to
thermal diffusion from the central track and energy absorption in the adjacent td&}ks [

It has also been observed that on disks with a narrow track pitch the cross-erasure for land recording differs
from the cross-erasure effects for groove recording. Moreover, the shape of the written marks on lands are
different from those on grooveS][

The above mentioned effects can be studied by means of simulations. This can be done in three steps. The
first step is the creation of an incident field (e.g. a focused spot), which can for instance be done by using
the Diffract program developed by Peng and Mansurigdt.[The second step is the determination of the
amount of light that is absorbed in the medium. The absorbed energy is converted into heat and acts as a
source term in the heat diffusion equation, from which the temperature distribution in the medium can be
calculated in the third step.

Chubing Peng and M. Mansuripur have performed such simulations to determine the temperature distri-
bution within a phase-change stack under the influence of a focused laser beam. For their simulations the
authors used a Gaussian incident beam. To determine the absorbed electromagnetic energy they used the
finite difference in the time-domain (FDTD) method. They determined the thermal diffusion within the
disk by using the finite difference scheme. Peng and Mansuripur have integrated both these calculations in
a program called Medi&2p).

At the Philips Research Laboratories (Natlab) two models were developed. The first model is a finite
difference model in which the light absorption is analytically described (Poyning vector) for a layered
geometry. The reflected and transmitted fields are calculated iteratively per layer. This model is based on
papers published by Mansuripur et &],[[8]. For the finite difference model an additional mark-formation
model has been developet)].

The second model is based on the finite element method (FEM) With this model the temperature
distribution can be calculated within three-dimensional geometries similar to the one shown inlFg&yure

A drawback of this model is that the absorbed energy can only be provided by means of an analytical
function (e.g. in case of a spot a Gaussian distribution is taken). In the model the movement of the spot
over the geometry is taken into account and the model is thus time dependent, even when the intensity of
the spot is constant. The intensity of the laser can be varied in time.

The analytical Gaussian distribution is too inaccurate when grooved structures are modelled, since the
sloped edges of the grooves are not be taken into account. To obtain more accurate results, vector diffraction
calculations need to be included in the heat diffusion model. By including vector diffraction calculations,

in addition it becomes possible to perform sensitivity studies with respect to the groove geometry etc.

Around 1990 Urbach and Merkx developed a finite element program called Cyclop, with which electromag-
netic diffraction problems on periodic structures in a two-dimensional geometry can be solved rigorously.
Diffraction or scatteringis the phenomenon that the direction of light is changed at interfaces between
optically different materials.

The first version of Cyclop from 1990 was extended around 1998 to enable the simulation of general three-
dimensional incident fields. The coordinate system is chosen such that the geometry is periodic in the
z-direction and translation invariant in tiyedirection (see Figuré.3). In this extended version of Cyclop

the incident three-dimensional spot is decomposed into a sum of quasi-periodic incident fields. These fields
are quasi-periodic in the-direction and harmonic with respect to thecoordinate. For a quasi-periodic
incident field, the scattering problem can be shown to be equivalent to a two-dimensional boundary value
problem in a rectangular cell in a plape= constant, whose width in the-direction is equal to one period

and which is such that all interfaces of the stack are contained in the cell. The fields that are computed in the
cell must then be expanded from the cell to the three-dimensional region as shown inlF&y@yadding

all these expanded fields coherently, the total three-dimensional field in the disk region is obtained. This
model is often calledl%-dimensional because the geometry is two-dimensional and the light distribution

is three-dimensional. From this expanded solution the absorbed electromagnetic energy density can be
derived. This data can then quite easily be mapped from the Cyclop mesh onto the mesh of the thermal

6 ©Philips Electronics Nederland BV 2002
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Figure 1.3: A three-dimensional region of an optical disk of which the dimensions are in the order of the

track pitch (TP). The grooved structure is periodic in #hdirection, they-axis is in the direction of track

and thez-axis is parallel to the optical axis of the illumination system. In case no data has been written on

the optical disk, the geometry is translation invariant ingkairection. The cross-section shows a bounded

two-dimensional region of which the width equals the track pitch (TP), called a cell, in which the light
distribution can be calculated using Cyclop.

model as a replacement for the analytically provided heat source.

1.4 Obijective of this research project

In the previous section it has been indicated that the Cyclop program can be used to calculate the absorbed
energy that serves as input for the thermal model. This requires several additions to and modifications of
both models.

The main objective of this research project was to realize the integration of both FEM programs in order to
improve the thermal model. To that end roughly the following steps had to be taken:

1. Expansion of Cyclop’s two-dimensional solution vector to a three-dimensional geometry.

2. Extension of the functionality of Cyclop by including the calculation of the absorbed electromagnetic
energy.

3. Integration of expanded results in the heat diffusion model via an interpolation routine.

4. Validation of local absorption values and temperature distribution via experiments and program Me-
dia.

1.5 Ackownledgements

First of all | would like to thank Paul Urbach for being my supervisor. His enthusiasm and knowledge of
mathematical physics have been of great inspirational and supportive value when working on this graduation
project. | also want to thank Guus Segal for his help in solving most Sepran related problems. 1 like to thank
Erwin Meinders for his support concerning the thermal model. Last but most certainly not least | would
like to express my appreciation to Jurgen Rusch for sharing his knowledge of Fortran programming, Sepran,
Kornshell scripting and various other software related issues with me.
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1.6 About this report

In Chapter 2 the FEM heat diffusion model used by Meinders is discussed. In Chapter 3 we give a general
overview of the optical model. In Chapter 4 Maxwell's electromagnetic theory of light is summarized.

A formula is derived for the absorbed electromagnetic energy. The incident field is treated in Chapter 5.
Then, in Chapter 6 the model for the scattering of light within an optical disk is described. Chapter 7
gives an overview of the structure of the original Cyclop program. The extensions made to Cyclop such as
the expansion of the two-dimensional solutions are presented in Chapter 8. The visualization of the three-
dimensional field is also treated. In Chapter 9 the integration of the Cyclop output and the heat diffusion
model is described. In Chapter 10 some numerical simulations are discussed. Finally, Chapter 11 contains
conclusions and recommendations.

8 ©Philips Electronics Nederland BV 2002



Chapter 2

The heat diffusion model

In this chapter we shall describe the FEM heat diffusion model as it is presently used. In Qe8tirmn
will point out how the optical program Cyclop will be integrated with the heat program.

2.1 Current model

When a spot is focused on an optical disk, part of the incident light is absorbed by the recording layer
(dye/phase-change) and other absorbing layers (metallic mirror). The absorbed electromagnetic energy is
converted into heat. The thus generated heat can be described by a heatXauige, t) [W/m?3] which

depends on position and time. The time dependence is caused by the rotation of the disk and possibly also
by the time dependent illumination. The temperaflife, y, z, t) satisfies the heat diffusion equation:

oT
Pcpa -
The values of the heat conductivity{W/m/ °C], the densityp [kg/m?] and specific heat, [J/kg/ °C]
are in general different for each layer of the optical disk.

V- [kVT] = Q(z,y, 2, 1), (2.1)

Equation 2.1) can be solved in a three-dimensional region as shown in Figure In the x-direction

(the radial direction) of the chosen cartesian coordinate system £), this computational box is at least
several tracks wide, such that the influence of the focused laser beam on adjacent tracks can also be taken
into account. The-direction is parallel to the grooves (axial direction) and skdirection is parallel to the

optical axis of the illumination system. The configuration is invariant with respect to translations along the
y-direction. Due to the rotation of the disk, the laser spot moves in the pogitlrection with speed.

At t = t, the heat source enters the boxyat yy and leaves it ayy = y; (yo < y1) att = t1, whence

Y1 — Yo = v(t1 — to).

At every timet, ty <t < t;, we assume that the heat source can be written as

Q(z,y, z,t) = f)W (2,t, 2) (2.2)

wheref(t) is defined by
I, while reading,
ft) =< I, while recording/writing, (2.3)
I. while erasing.
The time independent quantity («, y, z) represents the absorption in a pofmt y, z) within the region

where the heat diffusion equation is solved. At any tintke intensity levell of the heat source depends
on which process (reading, recording or erasing) is modelled.

In the presently used model a two-dimensional Gaussian intensity distribution in the axial and radial direc-
tion is assumed for the heat sour@en the recording layer. In the-direction an exponential decrease with
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Figure 2.1: Geometry for a grooved recording stack. The incident laser spot causes a more or less Gaussian
energy distribution in the- andy-direction. The laser spot moves fram= y, att = t, along a groove

until y = y; att = t; during which the intensity level of the laser can be switched betwgérading),/.

(erasing) and,, (writing).

a factora is chosen. At every, to <t < ¢, the heat source satisfies

_eor)? wovo—wn?
=

Qz,y,2,t) = f(t)e % : (2.4)

with f(¢) as defined inZ.3) and wherer, andy, are the(x, y)-coordinates of the point where the center

of the spot enters the computational bex.ando, determine the spot size.
Since the problem is taken to be adiabatic (i.e. there is no loss or gain of heat across the boundaries) the
boundary conditions for equatio.q) are
oT
— =0 25
5 =0, (2.5)

wheren is the outwards pointing normal at any of the boundary surfaces.

2.2 Solving the heat diffusion equation by using Sepran

The above described three-dimensional heat diffusion problem is solved by using the Sepran FEM-package.
Since in Sepran the heat diffusion equati@ri) is a standard problem, the user has to provide Sepran only
with information concerning the mesh, the boundary conditions and the type of solver to be used.

Each layer in the stack is assigned to a single piped surface group. On each of these piped surfaces a
mesh consisting of triangle elements is created. In Figu2a mesh is shown created by the Sepran mesh
generator for a geometry containing two grooves. On each element of the mesh the temperature solution is
interpolated by piecewise linear basis functions.

The finite linear system of equations correspondingtd)(is for every time step iteratively solved using
the conjugate gradient (CG) method. For the time-integration the Euler implicit method is used.

10 ©Philips Electronics Nederland BV 2002
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Figure 2.2: A three-dimensional representation of a mesh created with the Sepran mesh generator.

2.3 Integration of the thermal model with Cyclop
As has been explained in the Introduction, we want to improve the accuracy of the current heat diffusion
model by replacing the currently assumed Gaussian heat source by a heat source that is calculated rigorously

with Cyclop.
Hence, the time independent absorbed enétgy, y, z) in equation 2.4) must be provided by Cyclop.
Since the absorption of energy in Cyclop is a priori only known on the nodal pgings z) of the grid
used by Cyclop that is contained in a two-dimensional cell as described in the previous chapter, a mapping
¢ of the Cyclop data to the nodes of the mesh of the thermal model is needed:
(2.6)

W (&,§,2) 2 W(z,y,2)

11
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Chapter 3

Overview of the optical model

In this chapter we will give a general introduction to the optical part of the recording process. First a
description of the optical system that is used to read and write data on an optical disk is given. In Section
3.2the illumination of the disk is considered. We conclude this chapter with a section about diffraction
gratings.

3.1 Optical reading and writing

The various data storage disks mentioned in the Introduction all have in common that the reading, and if
applicable writing, of data on the disk is done optically. The reading is based on intensity differences of
the reflected light when the spot is above a mark or a non-mark. The writing is based on the absorption of
the light energy in either the dye or the phase-change layer. In F&jlitbe setup of an optical head for

Quarter —
wave Objective
Collimator PBS plate lens
[
[

Optical

Detection system disk

Figure 3.1: Setup for an optical system.

the reading of data from an optical disk is shown. The optical head contains a laser diode, a collimating
lens, a polarizing beam splitter (PBS), a quarter wave plate, an objective lens and the detection system. The
collimating lens is used to collimate the diverging linearly polarized beam emitted by the laser diode. After
passing through the PBS, the light incident on the quarter wave plate is circularly polarized. Finally, the
objective lens focusses the beam on the optical disk.

The light that is reflected by the metallic layer of the disk is collimated by the objective lens on its way
back through the optical system. The quarter wave plate then converts the dominantly circularly polarized
reflected light into a linear polarized beam such that the polarization is perpendicular to that of the incident
beam. The PBS finally redirects the reflected beam onto the detection system. Based on a priori knowledge
about the differences between the reflected intensities when the spot is focused on a pit or a non pit (for

12
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}

Figure 3.2: The NA of a lens is given Byn(6).

prerecorded discs), on a decomposed or intact dye material (for write once media) or on the amorphous
or crystalline state of phase-change material (for rewritable media), the detection system can determine
whether a 'zero’ or a’'one’ is read. Sef,[pp. 101-102.

The reading of data from an optical disk is done with the intensity of the laser set to ayalueor
recordable media, the intensity of the laser pulses during the recording process is set to a much higher value
I,. In case of rewritable media, the laser’s intensity can also be set to dldvetween/,. and/,, to erase
previously written marks.

In order to be able to correctly read from, and write on an optical disk, the focused spot must be kept on the
center of a track. When the optical head moves away from the track’s center, an asymmetry in the reflected
field is induced. Whenever such an asymmetry is detected, the optical head is guided such that the beam is
again focused on the center of a track. This process is called tracking.

3.2 lllumination of the disk

In geometrical optics the assumption is made that a parallel incident beam on a positive lens converges into
a single point. For the optical system considered in this research project, where structures with dimensions
in the order of the wavelength of the light are considered, the geometrical approach of a perfect point spot
is too coarse. Due to diffraction by the finite aperture of the lens, the diameter of a focused spot is given by
[5]: \

D~ —. 3.1

NA (3.1)

In formula 3.1), A is the wavelength of the incident light and NA is the numerical aperture of the objective
lens. The NA is the sine of the angle between the outer ray and the principle axis of the objective lens. The

focal depthy of a spot is given by (see Figuge?):

5~ (3.2)

Table 3.1: Diameter and focal depth of the incident light for various types of optical storage disks. Average
values for the track pitch (TP) and thicknegs) (of the recording stack are also given. The wavelength is
in air.

medium A NA D TP 0 A

[nm] | [[] [ [nm] | [nm] | [nm] | [nm]
CD(-R/-RW) 780 | 0.50| 1560 | 1500 | 3120 | ~ 250
DVD(-R/+RW) || 650 | 0.65| 1000 | 740 | ~ 1540 | =~ 250
BD 400 | 0.85| ~ 470 | 320 | ~ 550 | ~ 150

©Philips Electronics Nederland BV 2002 13
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Figure 3.3: Schematic visualization of the afe& a cross-section of an optical disk.

In Table 3.1 the spot diameters for various optical storage media are listed. We remark that the diameter
of the spot is always larger than the track pitch. Consequently, part of the incident light will inevitably fall
onto adjacent tracks. Knowing this makes the occurrence of cross-track cross talk even more conceivable
in case of 'land and groove’ recording.

The focal depth is of special interest during the writing process since it is important to get the highest
energy density within the recording layer. When a spot is incident on a recording stack it is very difficult to
choose the proper focal plane because reflections between layers of the stack have to be taken into account.
However, Table3.1 suggests that when reflections are neglected there is no need to accurately determine
the focus height because the focal depth is at least a factor four larger than the thickness of the recording
stack. It is therefore sufficient to make sure that the recording stack lies approximately at a distance of at
most% from the spot in air.

3.3 Diffraction gratings

A diffraction grating is a periodic structure which disturbs the amplitude and/or phase of an incoming wave
such that the reflected and/or transmitted energy is diffracted into a finite number of propagating orders.
The propagating orders are the discrete directions in which the diffracted light propagates at large distances
from the grating. The directions of the diffracted orders depend on the relationship between the period of
the grating and the wavelength of the light.

The land and groove structure of an optical disk can be considered to be a diffraction grating. IBRgure

a part of the cross-section of Figute3in a planey = constant is shown. The two-dimensional regiéh

is chosen such that its width irrdirection is equal to one period of the grating and the uppet ¢) and

lower (z = a) boundaries are chosen such that all non-flat surfaces are contained in the domain while the
upper and lower half spaces are as large as possible. For the fegwimich we will refer to as a (unit)

cell, a boundary value problem can be derived by using rigorous diffraction theory, based on Maxwell’s
equations.

In the following chapters we will successively discuss the Maxwell equations and general wave optics. In
Chapter 6 we will discuss the boundary value problenf2an more detail.

14 ©Philips Electronics Nederland BV 2002



Chapter 4

Maxwell’'s equations

Light, as has been discovered by the Scottish physicist James Clerk Maxwell (1831-1879), is an electro-
magnetic phenomenon. It is the transfer of electromagnetic energy and momentum in the visible spectrum.
Light can be described by electric and magnetic fields, which dependent on position and time, and which
are emitted by moving electric particles. Maxwell’s formulation of electricity and magnetism was published

in A Treatise on Electricity and Magnetism1873, which included the formulas today known as Maxwell
Equations. In this chapter Maxwell's equations for free space and inside matter are discussed. In Section
4.2 energy conservation and the Poynting vector are discussed. In the final section of this chapter we will
describe how quantities such as the absorbed energy can be derived from the electromagnetic field. The
theory presented in this chapter can for instance be fourd.in [

4.1 Maxwell's equations in free space

Let the sources that induce a certain electromagnetic field have (fnreeye density(r,t) and (free)
current density7 (r,t). The conservation of charge is expressed by the following equation of continuity:

V.- T+ 2L =0 (4.1)

That is, the outwards flux of the current density through a closed surface equals the decrement of charge
per unit time within the volume bounded by this surface.

Let £ andH denote the electric and magnetic field strengths respectively, induced by the sources in free
space and lety andug denote theelectric permittivityandmagnetic permeabilitpf vacuum, respectively.
Maxwell’s equations are:

quzeo%‘jJrJ, (4.2)
OH

V X 8 = _MOW’ (43)

V- (1oM) =0, (4.4)

V(&) = p. (4.5)

To be able to calculate the electromagnetic field components emitted by charges and currents that depend on
time, in general initial conditions are needed. However, when the sources are harmonic with respect to time
with given frequency, the emitted electromagnetic fields are also time-harmonic and initial conditions are
not needed.

It is convenient to use complex variables to denote time-harmonic physical quantities. By taking the real
part of the complex quantity, the physical quantity is retrieved. The time dependence of the quantity is taken

15
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to be as=~ !, so that for an arbitrary time-harmonic real quangtr,t) we have
G(rt) = Re[G(r)e '], (4.6)

whereG(r) is the complex amplitude. Note that as a consequence of this choice all time derivatives are
replaced by multiplications by-iw.

We denote the complex charge density and current densip(yandJ(r) and the complex electric and
magnetic fields byE(r) andH(r). Then we have:

p(r,t) = Rep(r)e™ "], (4.7)
J(r,t) = RegJ(r)e ™7, (4.8)
E(r,t) = RIE(r)e 1], (4.9)
H(r,t) = RgH(r)e ™. (4.10)

By substituting equationg(7-4.10 into Maxwell's equations4.2-4.5) we find for the complex quantities:

V xH = —iwegE + J, (4.112)
V x E =iwuoH, (4.12)
V-H=0, (4.13)

V - (eE) = p. (4.14)

By applying the curl operator to equatioh {2 and by substituting equatiod.(L1) we obtain the so called
vector Helmholtz equation for the electric fiditl

w2egpoE — V x V x E = —iwpd. (4.15)

By using the operator identity
VxVxU=VV- -U-AU, (4.16)

(which is valid in cartesian coordinates only) where:

_9’U 90U 90U

AU
Ox? + 0y? + 022’

(4.17)

(4.15 can be written as:
w?eouoE + AE =V (p) — twped, (4.18)
€0
This shows that every (cartesian) component of the electric field satisfies the scalar Helmholtz equation.
Any solutionE of equation 4.18 of course also has to satisfy equatidnl{). By eliminating the electric
field one finds analogously that the (cartesian) components of the magnetic field satisfy:

wieopuoH + AH = -V x J. (4.19)

Solutions of equatior4(19 obviously also have to satisfy equatiah13 as well.

4.2 Energy conservation and the Poynting vector

From Maxwell’'s equations a conservation law for the energy can easily be derived. Since energy is quadratic
in the fields we shall first use the real physical quantities. By taking the scalar proddc®)ofith £ and
subtracting the scalar product &f.8) with H we find:

B 0 (e Ho
V~(S><7-t)7—£~.:7—§(58~8+7’H~’H), (4.20)

16 ©Philips Electronics Nederland BV 2002
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where we have used the vector equality:

V- (UxV)=-U.-VYxV+V.VxU. (4.21)
Integration of 4.20 over a volumé/ bounded by a surfacg with outward pointing normah results in:
1
—/J-de:; §[S~(605)+(M0H)-H]dv+%(8XH)-nda. (4.22)
|4 |4 S

This integral equality can be interpreted as follows. The left-hand side of equdt@d {s the power
exerted on the current densiff within volumeV'. The time derivative of the volume integral on the right-
hand side of equatior(22 represents the change per unit time of the electromagnetic energy contained in
V. The surface integral can be interpreted as the rate of energy flow outwards across the closed surface

The rate of energy flow per unit time per unit area in the direction of the normal is given by :
S n=(EXH) n, (4.23)
whereS = € x H is called thePoynting vector

An instantaneous value of the energy fl&us an impractical quantity to measure because at optical fre-
quencies® ~ O(10'%)) S is an extremely rapidly varying function of time. Therefore the average over a
period ofr = %’T is taken. In the following we will make use of the fact that the fields are time-harmonic
of frequencyw.

Let A = Re(Ae ") andB = Re(Be~*“*) be two quantities and let * denote the complex conjugate.
Then:

1 . . . .
Z(Ae—zu.zt + A*ezwt)(Be—zwt + B*ezwt)

A-B= Re(Ae_i“’t) . Re(Be_wt) =
1 —2iwt * R 2iwt * *
= Z(ABe + A*B*e”"™" + A*B + AB™). (4.24)
The time-average value of the product taken over an interval of time of leniit is large with respect to
the period?Z of the light (i.e.7w — o) is thus:

<.A-B>——l/.,4-l3dt
T
0

_ %Re(AB*). (4.25)

For the time-average Poynting vect®we thus find:

<SE>=<EXH>
= < Rg(Ee ') x Reg(He ™*) >

- %Re(E « HY). (4.26)
We now define the complex Poynting vector by:
S = %E x H*, (4.27)

and derive the time-average of the conservation law of electromagnetic eAe2gy The complex conju-
gate of @.17) is:

V x H* =iwegE* + J™. (4.28)
By using this equation together with.( 2 one finds, similarly to the derivation o4 20):
ey i (PO — Qg2
~V-$=—3E-J +zw(2|H| 2|E|) (4.29)
1
= —§E T 2iw(< Wy > — < we >), (4.30)

©Phi|ips Electronics Nederland BV 2002 17
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where< w,,, > and< w, > represent the time-average magnetic and electric energy density, respectively:

< Wy >= %HF, < we >= %O|E|2. (4.31)

4.3 Maxwell's equations in matter

Let us consider an isotropic non-magnetic dielectric medium that is, as a whole, electrically neutral. The
medium is said to be polarized when a separation of positive and negative electric charges has been effected.
The sources responsible for the polarization can be divided into primary (external) and secondary (internal)
sources. The primary sources are by definition those sources of which the charge and current densities are
assumed to be known, for example the laser source in optical recording. The electromagnetic field induced
by these sources causes charges within the dielectric medium to oscillate and atoms within the matter to act
like oscillating dipoles. These oscillating charges in turn induce an electromagnetic field themselves also
and are called secondary sources.

Theelectric polarizationP can be expressed in terms of the total macroscopic electric field induced by the
primary sources as well as all secondary sources as folldjws [

P = ¢ \E. (4.32)

The factory is called theelectric susceptibility Therelative electric permittivity and theindex of refrac-
tion n are now defined by:

e=1+x, (4.33)
n=/e (4.34)

In case of a conducting medium such as a metal, the conduction electrons also form a secondary source.
The current density due to the polarization and the conducting electrons are, respectively

Jq = —iwP = —iweyXE, (4.35)

and
J. =0oE, (4.36)

in which o is theelectric conductivityof the medium. The charge density due to the polarization is

pa=-V -P=-6V-(xE), (4.37)
while the charge density due to the conduction electrons is given by

Pe = fév - (oE). (4.38)
The total charge density is the sum of the densities of the primary (p) and secondary (s) sources. Therefore
p=pp+ps=pPp+ pd+tpe

—p,— V- [eo <X + ZWZO) E} . (4.39)
Analogously the total current density is given by

J=J,+3,=J,+J,+17.

=J, —iweg (x + i") E. (4.40)
weQ
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By substituting equationg(39 and @.40 in the (complex) Maxwell equations we get:

V x H = —iweg (e + i0> E+J, (4.41)
wWeEp
V X E = iwpoH, (4.42)
V.H=0, (4.43)
v {60 <e+z‘”> E] — oy (4.44)
weQ

Hence, in presence of dielectric media and/or conductors, the Maxwell equations in matter have the same
form as the Maxwell equations for free space, except ¢hanust be replaced by, (e + io/wep). It

is convenient to write = € + i€¢” instead ofe + io/wey, SO that the conductivity contributes to the
imaginary park” of the relative dielectric permittivity. Across interfaces between different media where

e is discontinuous the tangential field components of both the electric and the magnetic field are continuous.

Provided that is replaced byge the conservation law of electromagnetic energy for free space is also
valid for electromagnetic fields in matter:

1 *\ _1 * . @ 2 % 2

SV (ExHY) = —E Jp+zw(2|H| 2|E|), (4.45)
Integration of the real part o#(45 over a volumé&/ bounded by a closed surfasewith outward pointing
normaln gives:

1/ | :
Rei/E-J;dv:Rej{(ExH*)-ndaereon(e)/\E|2dv (4.46)
14 S 14

Note that Infe) must be positive, otherwise electrical energy would be generated. The sigfxptiepends

on the choice of the sign of the time-dependeac’ of the fields. If we had choseri“! instead, Infe)

would be negative. Since the physical fields are given by the real part of the complex quantities, it does not
matter which sign one chooses for the exponent of time-dependence factor, as long as one uses one’s choice
consistently.

In optics it is often justified to assume that the primary sources are at extremely large distances from the
considered media, in comparison to the wavelength of the light. Therefore, the primary currents and charges
are assumed to be at infinite distance. Hedge= 0 andp, = 0 in the region of interest. Furthermore, the
electromagnetic field induced by time-harmonic primary sources are time-harmonic.

The components of the electromagnetic field in a homogeneous isotropic medium, i.e. a medium in which
€ is constant scalar, will then satisfy

V x E =iwpgH, (4.47)

V x H = —iwepeE, (4.48)
V-H=0, (4.49)

V - (eoeE) = 0. (4.50)

After a derivation analogous to that of equatioAd @ and @.19 the electromagnetic field will then satisfy
the scalar Helmholtz equations:

w?egepoE + AE = 0, (4.51)
w?egepoH + AH = 0. (4.52)
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4.4 Absorption and time-average energy density

When the primary currents and charges are not contained within the considered Vgltlreeconservation
law of electromagnetic energy.d6 can be written as

fRe?{(E x H*) -nda = %m(e) / |E|? dv (4.53)
S 14

The left-hand side of4.53) is the amount of energy that flows into volufiieper unit of time. This energy
flux must evidently be equal to the amount of electric energy that is absorbed by mattefinssdeinit of
time. Hence

1
iweolm(e)\EP (4.54)
is the rate of which energy is absorbed per unit of volume. This energy is converted into heat. Therefore,
1
W(z,y,z) = Eweolm(e)\E\Z (4.55)

is the rate at which heat is generated per unit of volume, due to the absorption of the light.
In matter the time-average magnetic and electric energy density are given by:

< Wy >= %\HP, < w >= %Re(e)\EP. (4.56)

The total time-average energy densityw > is the sum of these quantities:

<W>=< Wy >+ < we >

- %HF + %ORe(e)|E|2. (4.57)

In simulations this quantity is visualized to study the effects of interferences due to multiple reflections and
scattering of light.
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Chapter 5

The incident field

In this chapter the incident field is discussed. In Sectoih.3plane waves are considered. In Sectoh

we will discuss the focusing of a beam of light by a positive aberration-free lens. In the concluding section,
Section5.5, we will describe how the power of the incident laser light of a spot can be determined by using
the Poynting vector.

5.1 Plane waves and the electromagnetic field

Letk be some real vector in cartesian space. A plane perpendicltaistgiven by
k - r = constant (5.1)
A sinusoidally varying function with frequency of time and position(G(r,t), given by
G(r,t) = AelkrTot) (5.2)

with A a (complex) vector independent of is called a (harmonicplane wave sinceG(r) is constant
over every plane defined b%.Q). The vectork = (ky, ky, k.)” is called thewave vectornd its length
k = |k| = 2%, with X the wave length, is called theave number The time dependency will henceforth
always be omitted.

In case there are: plane waves propagating in the same isotropic, homogeneous medium, each having
amplitudeA ; and (complex) wave vectdy;

G =A™, 1<j<m, (5.3)

the resultant field is given by the superposition
G=> Al (5.4)
j=1

The squared amplitude of every component of the resultant@etadn easily be calculated with the aid of
the equality _ '
|A|? = (Ae™ ™) (Ae™ T)*. (5.5)

For example, ifn = 2, the squared amplitude of thecomponent ofA is
|AI|2 — (Alreikyr + A2xeik2~r)(Alzeik1-r + A2xeik2.r)*
= Aval® + | Aoal® + Arp A3, e’ TR 4 Ay, A7 ek
= | A1z |* + |Age|? + 2| A1, || A2z | cos [(ky — ko) - T + ¢, (5.6)
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where
¢ = arg (A1, A3,,). (5.7)
From (6.6) one can easily see that the addition of two plane waves travelling in opposite directions yields a

resultant field of which the amplitude varies sinusoidally as a function of position. Such a field is called a
standing wave

Let us consider a homogeneous isotropic material with (possibly complex) relative permiéttaity re-
fractive indexn. In Sectiond.3we have shown that for a time-harmonic electromagnetic field the following
equations hold inside the material:

V x E =iwpgH, (5.8)
V x H = —iwepeE. (5.9)

We have also shown that the components of the electromagnetic field satisfy the scalar Helmholtz equations:

w?epepoE + AE = 0, (5.10)
w?egepoH + AH = 0. (5.11)

Consider an electric fielt of the form
E(r) = Aekr, (5.12)

Because oV - (¢peE) = 0, the vectorA must satisfy:

A-k=0. (5.13)
From (6.8) it follows that
H(r) = < x Ackr, (5.14)
wo
so that we can conclude that
H-k=E-H=0. (5.15)

An electric field of the form%.12) satisfies $.10 provided that
k2 + k‘i + k2 = wiegepg = k*n?. (5.16)

In an optical system in which the light propagates mainly in skdirection (thez-axis is then called the
optical axi9, plane waves whose wave vector has reandy-components are of most interest. The reason
is that, as we will show in SectioB.2, any field that propagates mainly in the direction of thaxis can

be expanded in an integral over such plane waves. In case of an absorbing medndrthus., will be
complex. As a consequence, it follows fros 16 that thez-component of the wave vectd&r must be
complex. But even when the material is non-absorbing, d.s. real, k. can be complex. Indeed, when
k2 + k2 > w?eoepo, it follows from (5.16) that then

k. = i\/aﬂeoeuo — k2 — k2, (5.17)

will be purely imaginary. A plane wave of which the-component of its wave vector is complex is
therefore exponentially damped in thedirection. Such a wave is callezl/anescenin the direction in
which its amplitude decreases exponentially.

1in the following we will always choose the branch of the complex squarey@osuch that the cut is along the negative real axis
and such that for positive real \/z > 0 andv/—z = +iy/z
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Figure 5.1: A plane wave with real wave vectoand real amplitudel.

5.2 Expansion into plane waves

Because in our model the-axis is chosen as the optical and hence the waves propagate primarily in the
z-direction, we consider an electromagnetic field radiated by sources within a halfspace We will

now derive the electromagnetic field in the half-space 0 filled with a homogeneous isotropic medium
with relative (complex) dielectric permittivity and (complex) index of refraction, assuming the field in

the planez = 0 to be known. According to5.10 and 6.11), every component/ of the electromagnetic

field in z > 0 satisfies the scalar Helmholtz equation

E*n?U + AU = 0. (5.18)

We will show thatl in z > 0 is given by:
U(a?, v, Z) _ // 627ri(zfx+yfy)+iz, [k2n2—4n?(f24f2) % }—<U)(fz7 fya 0) dfw dfy7 (519)
—o0

whereF (U)(fz, fy,0) denotes the Fourier transform Bfwith respect tar andy in the planez = 0 and
where the so called spatial frequencigs f,, can be any real number. Frorg.{9 it follows that each
component of the electromagnetic field4n> 0 can written as the superposition of plane waves having
various wave vectors. The wave vectors of these plane waves are given by

k., 27 fr
k=| k, | = 2 fy . (5.20)
ke \Rn? = 4n2(f2 + f3)

Note that in case of an absorbing medium, :8.is complex, the amplitudes of all plane waves decrease
exponentially in the positive-direction. When there is no absorption, i.e. wheris real, plane waves for
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which4r?(f2 + fy2) > k%n? also have exponentially decreasing amplitude, because they are evanescent in
the positivez-direction. But, the contribution of the evanescent waves to the field:ir0 already becomes
negligible after short distances in the positbsirection.

Equation b.19 can be derived from equatiob.(8 by first taking the Fourier transform &f with respect
to z andy:

FO) s fyo2) = [[ 2710000 0,y 2) oy (5.21)
The inverse Fourier transform yields:
Ule.y2) = [[ @it U)o fy, 20 (5.22)

After substitution in .18 we get for every [, f,,) the following differential equation for — F(U)( fz, fy, 2):

PFU)(fas fys2)
072

(k20 — 4 (f2 + fOIF(U) (o, fyr 2) +

whose general solution is:

]:(U)(f17fy7z) _ A(fl_’fy)eiz./k27L2—47r2(f£+fy2) _|_B(f‘x’fy)e—iz«/k2n2—47r2(ff+f3)7 (524)

=0, (5.23)

whereA and B are still to be determined. Because the time dependency is implicitly givendy, the

first term at the right-hand side d5.24) represents a wave that propagates or is exponentially decreasing
in the positivez-direction, whereas the second term represents a wave that propagates or is exponentially
decreasing in the negativedirection. Recalling that we assumed the sources to exist ordy<in0, we
conclude thatB = 0. It now follows thatA can be expressed in the Fourier transform of the (known)
electromagnetic field at = 0:

A(fes fy) = FU)(fz, fy,0). (5.25)
In combination with §.22) this yields equation5.19).

5.3 Polarization and the Fresnel coefficients

Let us now consider two half spaces< 0 andz > 0, both filled with homogeneous, isotropic materials
with (complex) indices of refraction; andns, respectively. Inz > 0, an electromagnetic plane wave,
with field components given bys(12) and 6.14), and withk satisfying 6.16), is generated by a source at
z — +o0. This plane wave is incident on the plane= 0.

We will first discuss the polarization of such an electromagnetic plane wave. For convenience assume that
the wave vector only hasacomponentk = (0,0, k)T with k, = kn; (this is a complex number if the
material inz > 0 is absorbing, i.en; is complex). 6.15 implies that the vectoA then only has:- and
y-componentsA = (A,, A,,0)T. If we write A, = |A,|e'*s andA, = |A4,|e**s then for the components

of the physical (and thus real) electric field strength holds:

E(rt) = Re[E(r)e ']
= |Ag| cos(wt — k.2 — ¢z)es + |Ay| cos(wt — k.2 — ¢y )ey. (5.26)

wheree, = (1,0,0)” ande, = (0,1,0)7.

From (.26 it is easy to derive that, whep, = ¢, or ¢, = ¢, £ 7, the electric field vecto€ is always
parallel to the vectof4,|e, + |A,|e, Or |A;|e, —|A4,|ey, its value oscillating between /| A,|% + |4, |2
and./|A;]? + |Ay|2. The plane wave is then said to bierearly polarizedalong either vector. When

|Az| = |Ay| and ¢, = ¢, £ 7, the tip of the electric vectaf traces a circular path and the plane wave
is calledcircularly polarized For generald, and A, the endpoint of the electric field vector describes an

24 ©Philips Electronics Nederland BV 2002



Company Confidential till 200210 000/99

Figure 5.2: (a) A linearly polarized plane wave. Its amplitude oscillates through zero (b). If the wave is
circularly polarized (c), the tip of the electric vector traces a circular path.
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Figure 5.3: Reflection and refraction of a single plane wave with real wave vieciod real amplitude
normboldA on a straight surface.

ellipse. The general state of polarization of a plane wave is therefore edliigtical polarization If for

an observer looking in the direction of where the wave comes from, the electric vector rotates clockwise,
we haveright-hand elliptical polarization when it rotates counter-clockwise, the polarization is called
left-hand elliptical polarization

It is clear that an arbitrary elliptically polarized plane wave can always be written as the superposition of
two linearly polarized plane waves with mutually perpendicular directions of polarization:

A= 4, |=| o |+| 4, |. (5.27)
0 0 0

Moreover, an elliptically polarized plane wave can also be written as the superposition of right-hand and
left-hand circular polarized plane waves:

A, . 1 ) 1
A= A |= % i |+ % —i | (5.28)
0 0 0

We will now consider a linearly polarized plane wavezin> 0 that is incident on the plane = 0, the
interface Besides a reflected plane wavezin> 0 there will also be a transmitted electromagnetic plane
wave inz < 0. Let us denote the wave vectors of the the incident, reflected and transmitted electromagnetic
plane waves bk, ki andk; respectively. Without loss of generality we assume= 0, hence thelane

of incidencecoincides with the plang = 0. If we let

iy = k20?2 — k2, j=1,2, 5.29
J 7 x

ki = (kg 0, £k;2), j=1,2. (5.30)

we can write

Let us assume thdE points in the positivey-direction. This situation is callegarallel or simply P-
polarization If on the other han® points in the positivg-direction, the polarization is calleg-polariza-
tion, becausd is now perpendicular to the plage= 0 (Senkrechts the German word for perpendicular).
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We will now first assume the incident electromagnetic plane wave to be S-polarized and having an amplitude
of 1. Then we write

0 ) 0 .
Er)=| 1 |ekir4r| 1 |ekar, 2z >0,
0 0

(5.31)
Er)=t| 1 |ekeT, z <0,
0

wherer denotes themplitude reflection coefficierind¢ the amplitude transmission coefficientor the
magnetic field we then have according 501(4):

klz 7klz
H(r) = w[lto 0 etk T 4 Do 0 eiki T z>0,
ko Ky
. (5.32)
H(r) = %ﬂo 0 etka T, z < 0.

T

The tangential component of the electric field,, and of the magnetic field{.., should be continuous on
the interface. Due to these requirementskhesnel coefficients andt in case of S-polarization are found
to be:

klz - k22
_ e T Mee 5.33
: klz + k2z ( )
2k1z
t=14+r=—""7-". 5.34
" klz + kQZ ( )

In case the electromagnetic field is P-polarized, the Fresnel coefficients can be found by setting the ampli-
tude of H, equal to 1:

0 0
Hr)= | 1 |edr4r| 1 |ekir, 2> 0,
0 0
0 (5.35)
H(r)=t| 1 |eker, 2 <0
0
For the electric field then holds:
klz *klz
E(r) _wiﬂ 0 etk T — 0 etk z >0,
’ ke ’ ky
o (5.36)
E(r)=—-4 0 etka T, z2 <0
J
Ky

The continuity of the tangential components of the electric and magnetic figldsitd £,) now implies
that the Fresnel coefficients in case of P-polarization are given by

ki. _ ko

n2 n2
r= kllz n k;z , (5.37)

ni ' nj

2k1z
4= 5.38
t= —i—r—klz_'_kgz. (5.38)
ni ' n3
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Figure 5.4: A beam of light incident on an objective lens with radiusThe incident field at = 0 is
assumed to be known. The optical disk lies in the focal plane of the lens-af.

5.4 Focusing of a beam by a lens

Let us consider a beam of light that is incident on a positive aberration-free lens with #aabushown in
Figure5.4. Consider a field components, e.g. theE,,-component, and assume that it is given in a plane
directly in front of the lens. The finite dimensions of the lens can be describegbyifunctionP, (x, y)

defined by:
Puoy) =4t VEFY=a 5.39
D=V g (5.39)
e+ Yy > a.

Apart from a constant phase, the field distributiénat the focal plane = f is then given by $]:

Us(u,v) = // Ui(z,y)Pu(z,y) eXp—ZTl‘i(% + %) dz dy. (5.40)

Hence the field distributiot; is (proportional to) the two-dimensional Fourier transform of the part of the
incident field that passes through the lens, evaluated at spatial frequencies gﬂeﬁ:b/&; andf, = Aif

Example 1Suppose that the incident field is a plane wave with amplitude 1:
U(z,y) = 1. (5.41)

By using 6.40 it follows that

Ug(r) = // 1- Pa(x,y)e_%i(fmrfyy) dx dy

_ wa® [ Ji(akr/f)
£ )

wherer = vu? 4+ v2 andJ; is the Bessel function (of the first kind) of order one defined by

27

L / el(rtmeosy) qy, (5.43)
2ms
0

Ji(p) =

The related intensity distributiohcan be written as

1y () fptetmin)’ 5.4

This intensity distribution is referred to as tA@y pattern See Figuré.5(a).
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Figure 5.5: An Airy pattern (left) and a Gaussian distribution (right).

Example 2In this second example we assume the incident field to be a Gaussian distribution:

_x2 42

U(z,y)=e °% °3. (5.45)
When the parameters’ andaj are chosen such that the extent of the incident field is much smaller than
the lens aperture, the factéy, (x, y) in (5.40 may be neglected. Then

Ur(u,v) = // Uy (z,y)e 2 ez tfuy) dg dy. (5.46)

By using the following equality witlax an arbitrary constant:

o0 o0
/670[1}2672”%)61 dx = /e’o‘(z*%f@*% dx
*'OC —00
2,2 x
—0o0
252
= % ge_%, (5.47)

it can then be seen that in case the field distribution right in front of the lens is giveh4dy, (the field
distributionU in the focal plane will also be a Gaussian distribution.

The Diffract program by Mansuripur et al.24] can be used to compute the spot focused on the disk.
Diffract is a program for calculating diffraction patterns from various optical components that are large
with respect to the wavelength of the light. It is an interactive program which allows the user to choose the
optical devices and relevant parameters.

By choosing a linearly polarized plane wave (or a Gaussian beam) that is focused by an aberration-free
positive lens an almost (but never perfectly!) linearly polarized spot is obtained. The tangential components
of the electromagnetic field in the focal plane are calculated with Diffract. This calculation is done in 'quasi-
vectorial’ way, which means that the rotation of the electric vector upon diffraction is taken into account.
Diffract returns the values of the tangential components of the electromagnetic field in the focal plane on a
square equidistant grid of points of dimensions defined by the user.

When the field that is incident on the lens is assumed to be linearly polarized, it will at most be pre-
dominantly linearly polarized. The spot is callpcedominantly TE-polarized E}I is the predominant
component of the incident electric field.}bf; is the predominant component of the incident magnetic field
the field is said to beredominantly TM-polarized
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5.5 The power of the laser beam

Let us consider a linearly polarized parallel laser beam with wave victer(0, 0, —k.)7 in air (e = 1)
that is incident on an objective lens. From16) it follows that for this beant = w?egpuo. Using 6.14) we
can express the magnetic field component in terms of the electric field compoWentsK):

€ By
H=,/2| -E, |. (5.48)
Ho 0

The time-average energy flow (per unit area) is indkdrection and is given by:

1
<S>= - LB+ By e., (5.49)
2V po

wheree, denotes the unit vector in thedirection. For a Gaussian beam that is polarized along theis:

_ a(z—z9)?+B8(y—y0)>

E, = Aze w2 , E, =0, (5.50)
the time-average energy flow per unit area becomes

1
<S>=2,/24,%
2V po

_pa(@==20)?+Bw=v)?
w2

e.. (5.51)

This is also called the intensity of the light beam.

Integration of this time-averaged Poynting vector over the area of a cross-section perpendicular to the beams
propagation direction, gives us the total (time-averaged) pédefrthe laser beam:

P:]{< S > da (5.52)
S
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Chapter 6

Diffraction at periodic gratings

For clarity we will begin this chapter with the description of the model of the scattering of an incident plane
wave. The first 5 sections of this chapter will be dedicated to this fundamental problem. Then, in Section
6.6, we shall explain how the diffraction problem can be generalized to an arbitrary incoming focused spot.
Finally, in Section6.7 the numerical sampling of the incident spot will be discussed.

6.1 Derivation of the grating problem in a unit cell

In many diffraction problems, the distance of the primary sources, that emit the incident electromagnetic
field, to the scattering bodies is so that large, that these sources can be considered to be at infinite distance.
By definition, theincident fieldis the field that is emitted by the sources and would be present in the
absence of the scattering bodies. The complex electric and magnetic components of this field will be
denoted byE? andH* and can be considered to be known. The presence of the scattering bodies induces
an additional electromagnetic field, called #wattered fieldwhich will be denoted byE® andH?®. The

total electromagnetic field due to the primary sources and the scattering objects is the sum of the incident
and scattered field:

E=FE'+E°, (6.1)
H=H+H" (6.2)

As has been explained earlier, the scattered field is induced by oscillating atomic dipole moments within
the scattering object. It is a priori unknown.

A periodic grating is an object that periodically disturbs the amplitude and the phase of an incoming field.
We restrict ourselves to calculating the electromagnetic field in points of which the distance to the grating
is sufficiently small so that the grating can be considered to be infinitely wide. With respect to a cartesian
coordinate systen, y, z) such that the:-axis is the optical axis of the illumination system, the grating

is assumed to bg-periodic in thez-direction and invariant under translations parallel to gkexis. The
grating consists of a medium of which the complex relative electric permittivitgy be a function ofA,z),

but must be independent gf We assume that two planes= a andz = b exist that bound the grating in

such a way that the half spaces< a andz > b are filled with homogeneous isotropic media with relative
electric permittivitye; ande,, respectively. Furthermore, is taken to be real, hence the mediumir b is
assumed to be non-absorbing. Let the two-dimensional unifXded the region in the plang= constant
defined by

Q:{(m,z)|—g<x<g,a<z<b}. (6.3)

The regiorf2 is one period wide and < b are chosen such th&tcontains all non-flat boundary interfaces
and all regions where the permittivityis not homogeneous but is otherwise as small as possible. We call
Q aunit cell of the periodic grating.
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Figure 6.1: The geometry ofiaperiodic cell

Let the incident plane wave have wave vedtot= (k,, k,, k.)T. The components, andk, of the wave
vector are real and

@:—%%&m—@—@. (6.4)
As in Sectiorb.1, (5.12 and 6.14), we will denote the electromagnetic field of the incident plane wave by
Ei(r) = Aler, (6.5)
. k :
H'(r) = — x E'(r), 6.6
() = = X B (6.6)

where the amplitudé\? is a complex vector that satisfies

k-A=0. (6.7)

We will first show that the scattered field and the total field are quasi-periodic (Floquet’s theorem). We
define the piece-wise constant relative permittiityy

a+b
e=y 2T s (6.8)
€y 2> 5 -

The true permittivitye only differs fromé within the stripa < z < b. For convenience we now redefine
the incident field as the field that would be present if there were only two half-spagesa + b) /2 with
permittivity ¢; andz > (a+b)/2 with permittivity e,,. In z > (a+0b)/2 the incident field thus consists of the
sum of the incident plane wavé.f), (6.6) and of the field reflected at the (virtual) surface- (a + b)/2.

In z < (a+0b)/2 there is only the transmitted field. By definition, the incident field satigdieall positions

r:

V x Ei(r) = iwpoH'(r), (6.9)
V x H(r) = —iwepéE(r). (6.10)

It is easy to determin&? andH’ using the Fresnel formulae of Sectibr8. Since the total electromagnetic
field satisfies4.47) and @.48), the scattered fieldf®, H®) defined by 6.1) and 6.2) satisfies:

V x E® =iwpoH?, (6.11)

V x H® = —iwepeE® +iw(é — €)E". (6.12)
From 6.12) it follows that the scattered field is generated by a dipole distribution concentrated in the strip
a < z < b with magnitudeP = (¢ — ¢)E’. Recalling that the relative electric permittivity= ¢(z, 2) of

the grating ig-periodic with respect ta and independent aof it follows that every componerdf of P is
guasi-periodiawith respect tar

Uz +p,y,2) = U(z,y, 2)e*?, (6.13)

and harmonic iry ‘
Ulx,y,z) =Ul(x,z)e*Y, (6.14)
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Hence, in particular

ou
Since the differential operator on the left-hand side6oi® maps quasi-periodic electric fields onto quasi-
periodic dipole distributions, it follows using the uniqueness of the solution of the diffraction problem, that
the scattered field and hence the total field also have these properties.

Substitution of 6.15 in the homogeneous Maxwell equatiods47) and @.48 for the partial derivatives
with respect tqy of all components of the total field gives:

ikyE, — % = iwpoH,, (6.16)
aaE; — aaE; = —iwpoHy, (6.17)
% —itkyE, = iwpoH>, (6.18)
and
ikyH, — % = —iwegel,, (6.19)
(98];[; — aéix = iwegely, (6.20)
% —ikyH, = —iwegel,. (6.21)

Equations §.16) and 6.20 can be used to express the transverse field compohgrdad H,, in the axial
componentsy, and H,. Analogously we can us&(17) and 6.19 to expressE, and H in these axial
components. This yields

E. = w%oe/jo — k2 (ky aaExy —WHo aézy) ’ (6.22)
Be= ooz (B tom ). (6.23)
H, = W (weoeaaE;y + ky a{;:?) , (6.24)
H, = cﬂeoqjo—ki (—weoeiiy + ky ac’iy) . (6.25)

Substitution of 6.22-(6.25) into (6.17) and 6.20 yields a coupled system of two differential equations for
only £, andH,:

* 55 | e (g + )] =0 629
iwpoH, + (% |:w2€0€;0 — ki (k‘y 6;21/ + wito 8551)]

Note that this system contaikg as a parameter. In the next section we will derive the necessary boundary
conditions for this coupled system of differential equations on the boundaries of the ufiit cell
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6.2 Derivation of the boundary conditions for the unit cell

We will start with the derivation of the boundary conditionscat +£. Since the components of the total
field that are tangential to a plane should be continuous across that plared £, as well asH,, and
H_. must be continuous across the planes +£. Recall from the previous section that the total field is
guasi-periodic with respect ta. Using 6.13 we can then conclude that

22 — 72 ikep
E, (2,y,z> E, ( 2,y,z) e'=P (6.28)
B — _IZ ikyp
H, (2,y,z> H, ( 2,y7z) e'ieP (6.29)
and with 6.23 and 6.25
1 G OBE ) | OHy(5.2)
w2eoe(5, 2)po — k2 0z Ox
1 OE,(-5,y,2) OHy(=5,4,2)\ ir.p
= Fad Lo R ( Y P + whio B e P, (6.30)
1 P aEy(%vwa) aHy(%yaz)
- = k,
w2ege(5, 2)po — k2 { weOe(Z’Z) Oz iy 0z

B 1

_ 6Ey(_gay7z)
w2eoe(—5, 2)po — k2

ox

8Hy(_§7ya Z)
0z

—weoe(—g, 2) +k, ) kP (6.31)

It remains to specify the boundary conditions on the upper and lower boundasesandz = a. This

can be achieved by expanding the total field in the half-spacess andz > b in terms of plane waves.
Restricting ourselves temporarily to only thecomponent of the scattered electric field, we can define a
functionUy (z, 2) that is periodic inz and independent of such that

Ey(v,y,2) = U, (, z)ei’(k”"'kyy). (6.32)

By using the Fourier series representatiod/gfx, z) we get

Ey(z,y,2) = Y Ug(m,z)e 5" cilherthon), (6.33)

m=—0o0

wherelU: (m, z) is them-th Fourier coefficient of: — U*(x, 2):

A 1 :
Us(m,z) = - / Use =7 dg. (6.34)
' p

(NS}

We will now use b.19 to show that we can write the reflected fieldzin> b as a superposition of plane
waves. 5.19 can be used because the reflected field is propagating in the pastivection. We start by
calculating the Fourier transform d.383):

F(Ey)(fas fy,b) = //eiQﬂi(mwaryfy)E;(x,y,b) dz dy

= 3 Gy [[ )] g,
= s m ka, ky
= 3 Gy (-2 52)o(n-52). (6.35)
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Substitution in .19 with n? = ¢, then leads to

E(z,y,2) = // o2 (@ fotyfy)+izy /R Am? (JZH72) ]-"(E;)(fm,fy,b) df.df,

s
Y

o0
= Y Us(m,b) // 2mi(@fotyf,) iz /e —am (FI417)

m kg k
o(n-"m ) o (n-52) anag,

< il a(2mm gk ) byky 20/ k2eq — (Kot 222 )% — k2
— Z U;(m,b)e[ ( P ) YRy \/ ( D ) y]
= > Atk (6.36)
in which
T
2mm 2mm 2
k,, = | ks + 5 ky, +1/k%ew — | ko + - )~ k2] (6.37)

with k the wave number in vacuum. The, are called the wave vectors of the reflected field.

We conclude similarly that all electric and magnetic components of the reflected field~irb can be
written as a sum of plane waves. The following expansion in terms of plane waves thus applies for the total
fieldinz > b:

E(r) = E'(r) + E(r)

oo
= Al Y Ap et (6.38)
H(r) = Ble™r + Y~ Bj el (6.39)

Note thatk andk, have opposite--components.A? andB* are the known complex amplitudes of the
incident plane wave and tha?® and B, are the (a priori unknown) amplitudes of the reflected field.
Although there are an infinite number of scattered plane waves, only a finite number actually propagates,
namely those for whichn satisfies:

2
2
(km + m) + K2 < Key. (6.40)
p

The rest of the waves are evanescent in the positifgection and propagate parallel to the y)-plane.
Them-th propagating reflected plane wave is calledih reflected order.

Because of the quasi-periodicity, the compondrtijsand H,, of the total field withinQ2 can be written as
follows in terms of Fourier series:

o0

Ey(z,y,2) = Z EA’y(m,z)ei[(k’”r%;m)”"H"yy]7 (6.41)
~ o
Hy(z,y,z) = Z H,(m, z)e!lket755)athyy], (6.42)

WhereEy(m, z) is them-th Fourier coefficient given by

. 1 % _ o
Eym,z) == | Ey(wyy2)e” 15000l g, (6.43)
-2
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with a similar formula forf, (m, z). Since the components, and H, are tangential to the plane= b

they must be continuous across this plane. Thereforg-temponents of§.38 and 6.39 must be equal

to the corresponding equatior&41) and 6.42 for = = b. This yields a set of equations for the unknown
amplitudes4;, and B;,,. To be able to eliminate these unknowns, we have to derive two additional equa-
tions. We accomplish this by looking at the other tangential comporientsnd H,,. These components
should also be continuous across the plane b. It is convenient to introduce the following notation to
denote thex- andz-component of the wave vectkr,, given by 6.37):

2mm 2mm

2
km,y = ko + —, km, . = +\/k2eu - (kw + ) — k2. (6.44)
D P ‘

By substituting 6.38 and 6.39 into (6.22 and 6.24), respectively, we get for the half spagce- b:

7 . . .
E = (ikoky A’ — iwpoB’) ™~
»(2,y, 2) P oeoen — kg% (z Ry Wl )e

oo

— > (ikmaky A5, — iwpok 2 BS,) €T, (6.45)

Y m=—oc0

)
2
W2 Ho€Q€Ey

and

7

Hy(w,y, 2) =—5—————5 (iweoeu A’ + ikoky B') "
i = _
TP — D (iweoeukm 2 A3, + ik oy By,) €. (6.46)
0€0€Cuy —

Y m=—c

Within the unit cell2 we find by substitutingg.41) and 6.42) into (6.22 and 6.24):

i = OH,(m,z) - i(km 2ty y)
Eol@,y,2) = mmzz_w <_“’“ 0TS ik oy By (m, 2) | €t (6.47)

. o0 il

? 8E (m,z) . 2 i(k x
Holwoy2) = o 2 (‘”606‘”@2+zkm,$kyHy<m,z>)e<kw ) (6.48)

By requiring that 6.45 and 6.47) are identical for: = b and similarly that§.46) and 6.48 are the same
for z = b, we obtain the two required additional equations. We finally obtain the following two coupled
boundary conditions on = b:

wepe(x, b) 8Ey(m, b) Tk 2 WENEY - ik, oky
: — : E b) — — H b
w?poeoe(z,b) — k2 0z w2poeoey — k2 v(m. ) w?pole(w,b) — €u] — k2 v(m.b)
ka z u i —i
= R Al b, (6.49)
w2poeoey — ki
and
W 8ﬁy(m, b) Zk}mzw#() S ka Tky
) H b > FE b
wipgeoe(w,b) — k2 0z * w?po€o€y — ki y(m:B) w?pole(x, b) — eu] — k7 vt
21k, swlo

= Rl RieTtkm.:bg Y 6.50
UJ2’LL0606u _ kg € 0 m? ( )

whered,,o = 1 if m = 0 andd,,o = 0if m # 0.
Analogously one finds by using the plane wave expansian<na that on the plane = a

wepe(x, a) 6Ey (m,a) ik, weoe  »
w? — k2 B T2 — k2 y(maa)
Ho€o€ Y z W lo€o€r y
ik ok
Y2 By Hy(m,a) =0,  ¥m, (6.51)

w?pole(z, a) —e] — k2
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and
Wo 8]ffy(m, a) Zl{jm 2WIO "
’ H
w2,u0606(1‘, a) — k?[ 82 + WQ,UJ()E()EZ o kgg y(ma a)
ik, ok
Ly 2 Ey (m’ a) =0, Ym, (6.52)

w?pole(z,a) — €] — kj
with &, . as defined in§.44), but with ¢, replaced by;. The right-hand side of6(52 vanishes because
of the assumption that there is no light incident from the lower half space. These conditions on the bound-
ariesz = a andz = b are called radiation conditions. In contrast with for example absorbing boundary
conditions, these radiation boundary conditions are exact and the boundary value probléhecsfore is
equivalentwith the scattering problem for Maxwell’'s equations.

We now make the following important remark. The scattering of a quasi-periodic incident field can be
computed in a similar way as for a single plane wave. For a quasi-periodic incidentEI}ehhdH; are
for some fixed k;,k,) given by:

Eir)= Y Aleknr (6.53)
Hi(r)= Y BiLenr (6.54)
where
T
. 2mm 2mm 2
K, = | ke + —— ky,—\[FPeu — (ke + — ) —kZ| , (6.55)
P P

and theA® and B¢, are the amplitudes of the incoming orders. In the right-hand side of boundary condi-
tions (6.49 and 6.50, A* and B? should then be replaced by}, and B!, respectively and,,,, should be
omitted. Note that often there are no evanescent waves in the incident field so that the s6u53 sng
(6.54) are only over the finite number of propagating plane waves.

6.3 TE- and TM-polarization

Whenk, = 0in (6.14), the field components do not dependipand the diffraction problem is truly two-
dimensional. Then equation6.26 and 6.27) become two uncoupled scalar Helmholtz equationgdpr
andHy:

0’E 0’E
2 . y _
weoepo By + 8727/ + 8221} =0, (6.56)
0 (10H 0 (10H
2 H - Y —277Y ) — . 6.57
W Ho y+3x<68x)+8x<682> 0 ( )

In case of homogeneous media, this is the same result as we have already derived earlier, where we showed
that for every homogeneous material the electromagnetic field components satisfy scalar Helmholtz equa-
tions (but here: does not need to be constant). L¥be a surface with normal across whicke is dis-
continuous. The transmission boundary conditions on this surface are then given by the requirement that
the tangential electric and magnetic field components are continuofis BDoe to our assumption that all

objects are invariant under translations parallel tottais, the surfacé will be parallel to they-axis, and

the normak will be in the (r,2)-plane:n = (n,,0,n.)T. It thus follows that

—n, By

nxE=| n,E,—n,E, |, (6.58)
N By
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Figure 6.2: A plane geometry in a plape= constant that is translation invariant im- andy-direction.

and
—n,H,
nxH=| n,H,—n,H, |, (6.59)
ngH,

are continuous. By substitution of equatio62Q)-(6.25 with &k, = 0, it is seen that this is equivalent with
the continuity of respectively

OF
E kil .
r B (6.60)
and Lo
H Y, .61
v € On (6.61)

We can now conclude that when the electromagnetic field is two-dimensignal (), both the differential
equations as well as the transmission boundary conditions expressed in tetjnaraf 1, are uncoupled.

This implies that we can distinguish two polarizationEgE-polarization(transversale electric) antiM-
polarization(transversale magnetic). It follows frori.22)-(6.29 that in case of TE-polarizatioh,, H,

andH, are in general non-zero while the other components are zero. In case of TM-polarizfjafi,

andFE, are in general non-zero whereas the other components vanish. Note that TE-polarization is the same
as S-polarization, whereas TM-polarization is the same as P-polarization as defined in S8ction

When the electromagnetic field depends harmonically ¢k, # 0), all field components can still be
expressed in terms dof, and H,, but the problem fois, and H,, will then be coupled as is seen from
(6.26), (6.27) and pure TE- and TM-polarizations can no longer be distinguished.

6.4 Uniqueness of the solution of the boundary value problem

It is outside the scope of this manuscript to formulate and prove the conditions under which the diffraction
problem has a unigue solution. Instead we refer2tt].[ We only remark that as soon as there is some
region (no matter how small) that is absorbing, uniqueness is guaranteed. In fact, when uniqueness does not
hold, there is a solution of the diffraction problem without an incident field. But when there is absorption,
such a solution which is periodic inand time-harmonic can clearly not exist. We shall now give a simple
example of a case where uniqueness does not hold.

Consider a planar structure as shown in Figu&that is translation invariant in the andy-direction. We
assume the index of refractiony of the material in regiord I to be larger than the indices of refractian
andng in the regiond andlI1, respectively. Under certain conditions a solution of the Maxwell equations
exists that is non-zero in regidil and is exponentially decreasing in regidnand /1. Such a solution is
called aguided wave

Consider a TE-polarized wave that is independery ahd harmonic inc and propagates in the positive
z-direction in region/ /. The E,-component of this wave has the form

Ey(z,2) = u(z)e™=7, (6.62)
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wherek, > 0. According to .18, u(z) satisfies

2 1 inregionl,

U . .

(k°n? — k2)u + 2z =0 Jj={2 inregionII, (6.63)
3 inregionlIlI,

wherek is the wave number in vacuum. By using the notation introduced in Se&tBon

ka = \/ k27’l? - k%a .] = 172737 (664)

we can write the general solution as

Cetkiz2 z in region1,
u(z) = { Ae*2=* 4 Be=ik2:*  inregionlI, (6.65)
De—ikazz zinregionIII,

whereC, A, B, D are constants that are to be determined from the jump relations-at andz = b. In
casek? > k?n? or k2 > k*n% the field decreases exponentially in the regidrend 11 or equivalently,
the wave is totally reflected at the boundaries- b andz = «a. Total reflection is thus necessary for a
solution that vanishes in the limit ¢f| — co.

We assume that? > k*n? or k2 > k*n3 holds. The field components, and H, = (—i/wuo)aaiy are

tangential to the interfaces= «a, z = b and therefore have to be continuous there. This is equivalent with
the continuity ofu andg—;{ atz = a andz = b. We thus obtain

Aethz=b 4 Bemtha:b — Ozt — (6.66)

ko, Aett2=b — o, Bem*2:b _ | Cleth2:b =, (6.67)
Aeth2:0 4 Be~thzza _ pe—iksza — (6.68)

ko, Aet*2:% — ko, Be~k2=0 4 s De™s:0 — (6.69)

This homogeneous system only has a solution if its determinant is equal to zero. This gives us an equation
for k, in terms ofa, b, n1, ns, n3 andk.

It can then be shown that the following statements h8]d [

¢ If the refractive indices; andng of the regiond and/ /1 are equal angs > n; = ng there exists
at least one redl, such that there is a guided TE-wave.

o If the refractive indices of the regionsand 11 are different, then no guided waves exist for suffi-
ciently small differences between andnq, ns.

This implies that a guided TE-wave is a solution of the diffraction problenkfoandk, = 0 without a
source atz| — oo. For a TM-polarized wave analogous results hold.

6.5 Variational formulation and the FEM

In the previous sections we derived for givel, k,) a coupled system of partial differential equations
(6.26), (6.27) on the regior2 (6.3) in terms ofE,, and H,, with quasi-periodic boundary conditions.28) -
(6.31) and radiation conditions6(49 - (6.52. We will now derive the variational formulation for this
boundary value problem (BVP).

The set of two coupled partial differential equatio62€), (6.27) can be written as follows:

2
L(u)= )" D;(Si;Dju) +iSiu =0, (6.70)

i,7=1
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where A 5
Dl :%7 D2: @7 u:(u17u2)T7u1 :Ey7u2:Hy7 (671)
and theS;;, 1 <4,j < 2 are (2,2)-matrices defined by
S . S _ 7 WeEpE 0 (6 72)
11 = 22 = 7&)2606/,60 — k; 0 wiio > .
i 0 —k,
=Sy =— ) e
S12 So1 P ( k, 0 > (6.73)
We introduce the space
V = {v|v e H(Q) x H"(Q), v(z, z)e~ "+ is p-periodic with respect ta} , (6.74)

equipped with theZ1(Q2) x H'(2)-norm||v||y.. This means that for the givefy we have

vz +p,2) = v(z,z)eP, (6.75)
Forv € V we put
v(z,z) = Z Vv(m, z)ei(k‘r+%)x. (6.76)
m=—oo

It can then be showrPp] that if the fieldu € H} .(R?) x H. (R?) satisfies §.70), the restriction ofa to

Qisin V and is a solution of the following variational problem @n

a(u,v) 4+ b(u,v) = i F"(m) - v*(m,b) = —F"(v), VYvev, (6.77)

m=—0oQ

wherea, b : V x V — C are sesquilinear forms defined by

2
a(u,v) = Z /Siiju DV dQ + 1 / Siiu-v*dQ, (6.78)
hi=1q Q
and
b(u,v) = Z [Bo(m, €,)0(m, b) - v*(m,b) + Bi(m, €,)a(m,b) - v*(m,b)
+B0(ma El)ﬁ(m7 a) v (m7 a) + Bl (m7 el)ﬁ(mv CL) : V*(mv CL) ) (679)

with the matricesBy(m, €), B1(m, €), —co < m < oo defined by

Bo(m, &) = —msz <“’60€ 0 ) (6.80)

w2 po€o€ — k2 0 wug
-\ ka,x 0 _ky
s = e (6 0" ) -

and where the vectdf’” (m) is determined by the incident field:

. 2ik,, - ik b Al WEQEy,
Fin ____~TmE Rm, =z m . 6.82
(m) W2 po€o€y — kge By, wo ( )

The weak formulation in the infinite dimensional spdcds equivalent to the boundary value problem
formulated in the Sobolev spagg! (Q2) x H'(2). In order to apply the FEM, the regidhis first discretised
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with triangular elements such that the interfaces on whi@hdiscontinuous are never intersected by an
element. The basis functions are for example chosen to be piece-wise linear functions on this mesh.

We define a finite dimensional subspage of V' as the space of vector fields generated by the basis:
wh(z,z) = ¢'(z,2)er, p=1,2,...,N, k=1,3, (6.83)
where¢*, . = 1,2,..., N are real-valued basis functions such thé{x, z)e~*=* is p-periodic with

respect tac and wheree; = (1,0,0)7 ande; = (0,0,1)”. Hence the spacgy has dimensio2N.
Any v € Vy can then be expressed as a linear combination:

N
v(z,z) = Z vioH (x, 2), (6.84)
p=1

with v+ = (v}, v§)T e C?,p=1,2,...,N.
For fixed §,,k,) we now pose the following finite dimensional problem:

Findu € Vy such that 4
a(u,v) +b(u,v) =—-F"(v), VveVy. (6.85)

This numerical method is called the Galerkin method. We will not work out the variational formulation
(6.85. Instead, the reader is referred 1®]. We will conclude this section with some additional remarks.

The matrix of the finite linear system is sparse, i.e. it has a relatively large number of zeros. This is an
advantage of the FEM compared to other numerical methods, e.g. the method of integral equations.

The existence of a solution 0685 has been proven by Urbach9. Using the assumption that in all
regions of() one haskj < w?Re(€) o, it has been proved that provided uniqueness holds, the Galerkin
method converges. In this way a constructive existence proof is obtained.

The radiation boundary conditions are not standard conditions. Although they express a relation between
the field components and their normal derivatig%)( they are formulated in terms of Fourier coefficients,
which means that these boundary conditions are not local. That is, they are not defined in every point on the
boundary separately. The Fourier series with respectdithe basis functiong” are needed. The Fourier
series of a basis functiopt(z, ) has the form

P2 = 3 Pmetet

s (6.86)
whereg* (m, =) denotes then-th Fourier coefficient:
) g
¢ (m,z) = = / gb“(:z:,z)e_i(k””""%;m)x dz. (6.87)
b
_r
2

The Fourier series can be problematic in case of piece-wise linear basis functions, since the Fourier series
will in general converge slowly because the basis functions are not very smooth.

6.6 Incoming focused spot

Let us now consider an incident focused spot. We assume that the electric field confponighe incident
spot is known in a certain plane= z; above the grating. LeE(EY)(fs, fy, zi) be the Fourier transform
of E* with respect tar andy in the planez = z;:

FE) (for fyr2) = / / U R (2, y, ) de dy. (6.88)
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The inverse Fourier transform
E(,y.) = [[ SmOm I E @) o, ) df (6.89)

corresponds with a plane wave expansion of the incident field with wave vectors whose components in the
andy-direction are given bgr f,, and2r f,, respectively and whose complex amplitud&i(E?) (f.., fy, 2i)-

With the Diffract program 24] the incident spot in the plane = z; can be computed. Diffract gives the

Ei- andE;-components of the incident field in this plane. As has been explained earlier, we only need
they-component of the electric and magnetic incident figl,(H,). Both E, andE}, can be written as a
superposition of plane waves in the plane z; by using 6.89):

. 1 . .
El(z,y,2) = 7//6“’%“%9)?(15;) (k Ry ) dk, dk,, (6.90)

472 or’ 21’

with a similar expression foF;. For every k., k,), F(E.) and F(E}) are the complex amplitudes of
plane waves with wave vectérgiven by 6.99. It then follows fromE - k = 0 that:

L (P (B + by F(E) 6.9

FE) = -
The magnetic incident fielH* is then found by usingd(6).
Let p be the period of the grating. The6.89 can be rewritten as follows:

m+ 1

H,y,2) = Z / / AT F (B (fy, fy20) df df,

— Z / / 27TZ(frT+f1/y) 27”"”' (E1) (f:v 7fyazz> dfw dfy
= / / Uj g, (@, z)e e tmy) dg, di,, (6.92)
where
i 1 = i k‘x m k 2mimae
Ko ky (J?,Zl) = ﬁ m:Z_OO .7:(E ) (271_ 27 ) e r (693)
is p-periodic inz.
By using 6.14) in Section5.1it follows that
. k .
F(Hl)(f’rafyazl) = T,LLO X F(El)(ﬁr7fy7zi)a (694)
wherek is given by 6.20:
k., 27 fu
k=| k, | = 2 fy . (6.95)
k. VR —4m2(f2 + 13)

Hence for the magnetic component of the incident ibtve can write:

ok, (0, 20) = / / Vi, (@, 20)e’F=m ) Ay, dk, (6.96)
where
; 1 < k o (ks moky
Vkm7ky (I,Z7) = Hm;mruo X F(E ) (27T + ;, 271_,2'7) e r (697)
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Hence we have written the electric and magnetic components of the incident spot as an intedgraboder
k, of the quasi-periodic fields

Ui g, (@, z)eFemthon) i (g, 2) el et thoy) (6.98)

When no confusion can arise we will omit the subscripf, &,) in the sequel. Actually, only theg-
component of the incident electric and magnetic field need to be known, i.e. the quasi-periodic fields

i i(kextky
Ul (x, z;)e'Femthuy), (6.99)
Vi, z;)e! Rt tho) (6.100)

Y

need to be given.

In Section6.1 we have explained that for each of these quasi-periodic incident fields the corresponding
scattered fields are also quasi-periodic. Furthermore, the total field for the electric and magnetic field
components (i.e the sum of the quasi-periodic incident field and the quasi-periodic scattered field) is quasi-
periodic.

By solving the BVP for each of the quasi-periodic incident fiel@d®99), (6.100 corresponding to each

(kz, ky) in the ranged) < k, < 2?”, —oo < ky < oo, we obtain they-components of the total electric
(U**) and magnetic field\{*°*) for this &, k,, in the unit cell2. By adding these quasi-periodic solutions

we can compute the totgtcomponents of the electric and magnetic fields due to the entire incident spot:

00 2m

Elf! (x,y,2) = / /0 ULt (@, ky, z)eFeothoy) Ak, dk,, (6.101)
—00
00 2m

Hi 2y, 2) = / / VIO (2, iy, 2)el o) qk, dk,. (6.102)

For eachk,, k,) the other electric and magnetic field components can be immediately obtained from equa-
tions (6.22-(6.25 and are added accordingly.

For an incident spot the components of the total electric and magnetic field can therefore be written as
E" (z,y,2) = / / U, (2, 2)e! o th0) g, dk,, (6.103)
H (z,y, 2 / / Vit (@, z)e! Bt gy, k. (6.104)

These formulae apply to the total field in arbitrary point (z, y, z), hence not only to points in the unit
cell 2.

6.7 Sampling of the incident spot

The focused spot as calculated by the Diffract program is a sampled spot. In order to get accurate results
when an incident spot is simulated, the number of terms that is used in the plane wave expansion of the spot
must be sufficiently large. Lekz, Ay be the grid distances ifx, y)-space andv,,, N,, the number of grid
points in thez- andy-direction, respectively. We defin€ as the number of points of the;, y)-grid that

are within the periog:

p
K=—. 1
A (6.105)

Hence we assume thatzr is chosen such thatis a multiple ofAzx.

It remains to specify the number of grid points andXN, in z- andy-direction. We will now discuss the
restrictions for the choice dV,. N, is often chosen equal @,.
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Because we use the Fast Fourier Transform (FFT) to compute the plane wave expansion, the grid in the

(kz, ky)-plane (reciprocal space) is coupled to the grid in(they)-plane (ordinary space):

2w 2w
Ak, = .
N, Az’ Y NyAy

Ak, = (6.106)

To make sure that for every grid poiri(, k,) the various ordersi(, + 2mm) m integer, are also grid points
in reciprocal space, an integgmust exist such that the following hoﬁjs:

2r . o
o= Bk = e (6.107)
By combining 6.109 and 6.107) we then get:
P _Ng
K=—=—. A
Ar 7 (6.108)

Becausel andj are both integers it follows that,, much be a multiple of<.

Let £, be the length in thé, -direction of the region in reciprocal space where the intensity of the spot

can not be neglected. To avoid aliasing effects, in addition to the previous cons¥aistiould be chosen
such that at least holds:
NyAky > 2Ly, (6.109)
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Chapter 7

The Cyclop program

As has been mentioned in the Introduction, the first version of the Cyclop program developed by Urbach and
Merkx is a FEM solver for the two-dimensional grating problem for quasi-periodic incident fields derived
in the previous chapter. The Cyclop program is based on the FEM software package 28&pear [is

written in FORTRANT7Y7. In this chapter we will give a description of the 1998 version of Cyclop. We will
successively discuss the preprocessing and the main structure of Cyclop in Séctiand Sectiorv.2

We end this chapter with some remarks about the analytical computation of the total electromagnetic field
in planar multi-layers.

7.1 The Cyclop preprocessing

To be able to run a simulation with the Cyclop program the geometry must be described and the incident
field must be specified. This preprocessing is done with the program Bicycle. With Bicycle a general input
file for the Cyclop program is generated.

7.1.1 Bicycle and the general Cyclop input file

Bicycle uses an input file call§gdbname.dat', in which the user specifies the geometry and the type of in-
cident field. When the incident field is quasi-periodic, the wave length, amplitudes of the field components,
propagation directions and the mode numbers have to be specified. In case a general three-dimensional
incident spot is to be simulated, no further information about the field has to be specified in the Bicycle
input file. This information is provided to Cyclop by two additional input files which we will discuss later.

By means of an example we will explain how the geometry of the unitzélto be specified.

Assume that the geometry we want to model is a grooved structure of a material with refractive.index

that is periodic inz-direction and translation invariant in thedirection. For simplicity we assume also

that the material surrounding the structure has an index of refragtiotWe choose the regiof such that

it contains one period of the structure and furthermore that the half-spaces above and below the structure
are as large as possible. See Figlik(a).

We then subdivide the regidn in rectangular and triangular regions. This is done by placing a rectangular
grid over the geometry such that the interfaces-and z-direction coincide with interconnection lines of

the grid and such that a sloped interface forms the diagonal of at least one rectangle. Se&.Eig)re

In the input file for Bicycle the width of each column from left to right, and the height of each row from
bottom to top have to be specified. For each rectangle and triangle of the subdivision and for the half-space
above and below the regidd, the index of refraction is also to be specified. These indices of refraction are
allowed to be complex.

1In practice the name of the problem (job) to be solved, the jobname’, can be any arbitrary name.
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Figure 7.1: An example of a periodic structure (a). The thick rectangle is the unf2.céfl Bicycle (2 is
subdivided into rectangles and triangles (b). The results of the Sepran mesh generator are shown in (c) and

(d).

For all incident fields one additional parametet/ements, has to be given. This parameter specifies the
number of elements of the Sepran mesh per curve per wavelength in the material to be generated by the
Sepran mesh generator.

From the data in the filmbname.datthe Bicycle program generates a general input file for Cyclop. This
input file, calledobname.input, consists of three blocks of information. The first two blocks are specific to
Sepran and thus use a predefined syntax. In the first Sepran input block (MESH2D) the geometry of the unit
cell is defined. The coordinates of the vertices of the rectangles and triangles of the subdivision described
above are translated such that for theoordinates of all points holds tha).5p < x < 0.5p. Actually, the

unit length is chosen such that= 1, hence the cell correspondstd.5 < = < 0.5. The curves connecting

these points are defined as straight lines with linear elements (LINE1). The number of elements on each
curve is calculated by Bicycle using the values of the parametkiments and the refractive indices of

the materials on both sides of the curve. The curves that together form the upper and lower boundary are
combined respectively to a single curve. Both are coupled to a line element (MESHLINE, LELM#). One
'super-element’ is created that contains all points on each of these curves (SHAPE =-1).

The rectangular regions are defined as surfaces using the submesh generator quadrilat with triangular ele-
ments (QUADRILAT3). The triangular regions are defined as surfaces using the submesh generator trian-
gle with triangular elements (TRIANGLE3). Each of these surfaces is coupled to a single surface element
(MESHSURF, SELM#). The curves that form the left boundary= —0.5p) are combined to a single

curve. The same is done for the curves that form the right boundagy (.5p). The points on these two
boundary curves are connected (MESHCONNECT, CURVESDO).

In the second Sepran block (PROBLEM) a description of the problem in terms of types of element groups
is given. Both the upper and lower boundary curve are coupled to their own element group (ELGRP#)
with user problem definition types 11 and 12, respectively. Each surface element is coupled to a ele-
ment group, with increasing user problem definition type22, . ... The number of degrees of freedom
(NUMDEGFD) in the nodal points for each of these line and surface element groups is 2, because these are
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jobname.dat

Bicycle

jobname.input

jobname.out

jobname.spotdata
jobname.plot###

jobname.spotin.diffr

Diffract

Figure 7.2: Overview of the input/output structure of the 1998 version of Cyclop for an incident spot.

the (complex) unknowns per nodal point, namély and H,. To store quasi-periodic quantities, Sepran
vectors of special type are defined via VEC1=(2) for vectors with 2 degrees of freedom and VEC2=(1) for
vectors with one degree of freedom. The element defined by MESHCONNECT is coupled to an element
group with type -1 (periodic boundary).

The last block of the filgpbname.input contains some additional data about the geometry and the incident
field. The extra information about the geometry consists of the indices of refraction for the various element
groups and the period length of the unit cell in microns (recall that the points of the computational box are
scaled with respect to the period length). For quasi-periodic incident fields the wavelength, amplitude and
phase of the field components and polarization are also defined. This data is omitted in case of an incident
spot, since this information is then specified in additional files that we will discuss in the next section.

The final part of the general Cyclop input file also contains several boolean flags that can be set by the user
to indicated what data should be printed/plotted during postprocessing.

7.1.2 Additional Cyclop input files

When the incident field is a spot, besides the general input file two additional files are needed. The first
file, jobname.inspot.diffr, contains the grid and th&,- and E,- components of the incident field on this

grid. The structure of this data is dictated by an output file generated by the optical package Diffract by
Mansuripur et al.

The second filejobname.spotdata contains the specification of the grid in Fourier space used in the
computations of the FFT’s (the sampling) of the incident field. The position of the incident spot with
respect to the grating is also specified. This grid can be specified as desired by the user independent of the
grid in the Diffract file.

An overview of the input/output structure for this Cyclop version is shown in Figiuze

7.2 The main structure of Cyclop

The structure of the Cyclop program can be divided into three parts: initialization, a loop over all quasi-
periodic fields and the postprocessing. We will now successively discuss each of these parts.

7.2.1 Initialization
After the initialization of Sepran, the mesh is generated by calling subroutine MESH. All input that is read
from the input filejobname.input. The structure of the mesh is stored in the Sepran vector KMESH. For

the definition of the problem the subroutine PROBDF is called. The input is read frojpbfilame.input.
The information about the problem is stored in the Sepran vector KPROB. Then the structure of the large
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matrix is defined by using subroutine COMMAT. The matrix is not hermitian and it is complex symmetric.
The linear system is solved by using a direct solver.

Now the non-Sepran related data is read from the general inpyofitmme.input. For quasi-periodic

fields the(k,, k,) can be directly retrieved from this input file. In case of an incident spot the incident
field as calculated by Diffract is read from the fjlgoname.spotin.diffr. The field is sampled and then
Fourier transformed by using the Fast Fourier Transform (FFT). The specifications about the Fourier grid
needed in the computation of the FFT’s are read from thgddeame.spotdata When the grid defined

by the parameters ijpbname.spotdatafor the FFT differs from the grid ifobname.spotin.diffr (which

in general it does), the incident field specifiegabname.spotin.diffr is interpolated.

Finally, all (Sepran) vectors are created and initialized. Most variables are stored in pairs, such as the field
componentsk,, H,), in complex vectors with two degrees of freedom.

7.2.2 The main loop

The core of the Cyclop program is the double loop over all relevant pairs:, ). The outer loop is over
all k,,, the inner loop over ak,. In pseudo code the double loop can be described as follows:

for all k_y do
for all k x do
if (flux(k_x, k_y) < threshold) then
goto next k_Xx
else
solve the BVP for the pair (k_x, k_y)
calculate x- and z-derivatives of the solution
add solution coherently to the sum over previous k_x
do the same for the derivatives
endif
enddo
compute the other field components
add field components to the sum over previous k_ y
enddo

At the start of the inner loop it is checked if the pér,, k,) satisfies the criterion of minimum incident
flux [?]. If the incident flux of the quasi-periodic field corresponding to a certain @airk(,) is smaller
than a minimum threshold, the BVP is not solved for this gair, k,,) and the corresponding solution is
considered to vanish.

If the incident flux is not negligible, the large matrix and the right-hand side vector of the linear system
for the BVP corresponding to the pdit,, k,) are build by a call to SYSTEMO. All element groups are
used (including the line element groups). The linear system is solved by means of a Gaussian elimination
method (7 — D — L). The solution of the BVP is stored in solution vecfammeh,,.

From the solution vector the derivativesin and z- direction, which are needed to calculate the other
components of the electromagnetic field, are determined. The derivatives are calculated per element via a
linear interpolation routine (DERIVA). The derivatives with respect tindz are stored in vector, fem,

andd, fem,,, respectively.

The solution vectorgemeh, for all k., are coherently summed and stored in ve¢i@neh,tot. The same
is done for the derivative vectods femeh, andd, femeh,. The summed derivatives are stored in vectors
d. femehytot andd, femeh,tot respectively.

After the loop over alk,, the remaining field components are computed. For fixed giyeall field compo-
nents can be expressed in terms of e andH,- component via§.22-(6.25. Hence we can use the sum
of the field components over dll,, femeh,tot and the sums of the derivatives of the field components over
all k;, d, femehytot andd, femeh,tot. Thez- andz-components of the field for this fixed valuefgf are
calculated and the results are coherently summed and stored in the veatars, tot and femeh tot.
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Figure 7.3: Two examples of Sepran plots for the whole computational box. The modulus (left) and phase
(right) of they-component of a TE-polarized plane wave= 400nm) with amplitude 1 in air{ = 1.0)

that is perpendicularly incident on a flat aluminium= 0.28 + 4.1:) layer. The air layer is 500m thick,

the aluminium layer is 20@m thick and the region is 40@m wide.

7.2.3 Postprocessing

The total electric and magnetic field are now known on every point of the mesh of the two-dimensional
unit cell Q2. Recall that these fields are complex valued. To analyze the total fields, real quantities such as
the modulus and phase of the field components are desired. The values of these real quantities can then be
printed to an output filppbname.outor plotted {obname.plot###). The plots can be made for the whole

unit cell (two-dimensional) or along an arbitrary curve defined by Bicycle. The plots can be viewed by the
Sepran program Sepview. Figufe shows two examples of Sepran plots.

7.3 Calculation of an analytical solution

In the special case that the unit c8llconsists of flat homogeneous regions with interfaces parallel to the
(z,y)-plane it is possible to derive an analytical solution for each @airk, ) of the corresponding BVP.

In the presently used version of Cyclop, the only components of the electromagnetic field that are computed
analytically areF’, and H,. As with the numerical solution, the components of the total electromagnetic
field are acquired by coherently summing the solutions for each(pgit, ). In Cyclop the derivation of

the analytical solution is also implemented in the main double loop. We have omitted it in the pseudo code
above because in general an analytical solution does not exist. However, for flat geometries this analytical
solution is important since it can be used to verify the numerical results.
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Chapter 8

Extension of the Cyclop program

In the previous chapter the 1998 version of the Cyclop program has been discussed with which the to-
tal electromagnetic field can be determined in a two-dimensional unittelbntained in some plane

y = constant. In this chapter we will discuss how the solution on this two-dimensional regi@an

be extended in- andy-direction to a sufficiently large three-dimensional region. We will start this chapter

by discussing the theory behind this extension. In Se@&i@mve will describe how this extension is imple-
mented in Cyclop. We end this chapter by discussing a modification made to Bicycle and an improvement
of Cyclop regarding the analytical solution.

8.1 Extension from the 2d-unit cell to a 3d-region

The total electric and magnetic field on the unit ¢elare given by §.103 and 6.109

E"(x,y, 2 / / Ut (2, 2)e Fevthow) A, d,, (8.1)

H""(2,y,2) = / / Vit (x,2)elEem Ry A, ik, (8.2)

whereU;* ke, (T3 %), Vkotk (z, z) arep-periodic functions with respect toand independent af which are
obtamed from the solutions of the BVP for thie, ( &, )-pair considered. As has been remarked in Section
6.6, formulae 8.1), (8.2) apply to arbitrary point$z, y, z) which need not to be in the plage= constant

of Q. Forallm| = 1,2,... the total fields in a perioeLO.5p +mp < z < 0.5p + mp and in a plane

y =y + Ay are given by

Jo%e) 2m
E" (z,y,2) = / / UL, (2, 2)elFaatbow) oilkampthy 80) gk (8.3)
oo J0

oo iz . .
H" (z,y,2) = / / Vit (x, 2)elkerthuw) ilhempthy AY) g . (8.4)
oo J0O :

We see that the extension of the total field in the unit cell to a arbitrary other period and at arbitrary distance
in y-direction from the unit cell comes down to multiplication of the total field in the unit cell by a factor
e'(kamptky AY) for each given paifk,, k, ). In the next section we will describe how this extension is added

to the Cyclop program. In Cyclop the unit célllies in the plane; = 0.
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Figure 8.1: The extended geometry.

8.2 The implementation of the extension in Cyclop

We will first start with some definitions and notations. We refer to Figufifor the visualization of the
notations. From this point onwards we will refer to the unit éelas themain cell For every period in
every plang; = constant we have a cell of which the geometry is exactly the same as that of the main cell.
Since we are going to expand the total electromagnetic field to these cells we will refer to thrpaaded
cells The two-dimensional region formed by several adjacent cells in a planeonstant will be called
acluster The cluster that contains the main cell is calledrtiagn cluster

The number of expanded cells (and thus periods) irztaérection will be denoted by, and the total
number of clusters in thg-direction by N.. It is convenient to takeV, and N, odd so that we have an
equal amount of expanded cells to the left and to the right and an equal number of clusters in front and
behind the main cell and the main cluster, respectively. The cells in one cluster are indexed from left to

right. For theperiod indexn,, it follows thatn, = —Y2=1 . %2=1 The clusters are indexed from front to
back. For thecluster indexn. we haven, = — &=L Xzl Consequentlyp, = n. = 0 for the main

cell. The distance between two successive clusters will be denotéd.by

We recall from Sectiofi.2that the structure of the Cyclop program can be divided into an initialization part,
a main double loop over alk(, k,) pairs and a postprocessing part. We will now discuss the extensions
and modifications needed for the extension made to these three parts.

8.2.1 Moadification of the initialization

From the description of the main loop over tfig,, k, ) it follows that for the extension we will need to
create five Sepran vectors for every expanded cell. Three vectors are needed in the inner loopkgver all
to store the accumulative sums of the BVP solution vecfer{eh,tot) and the two derivative vectors

(dz femehytot, d, femehytot), respectively. The two other vectors are used in the outer loop to store the
accumulative sums of the derived field componetfftsiteh, tot, femeh tot). Thus, for the extension we
need five arrays aN, x N, vectors.

The vectors for the expanded cells are created with the Sepran subroutine CREAVC where the vectors
KMESH and KPROB are used. Consequently, the structure of these solution vectors is equal to that of the
solution vectors for the main cell and are therefore also periodic.

8.2.2 The modified main loop

In pseudo code the modified double loop in Cyclop is as follows:

for all k y do
for all k x do
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Figure 8.2: The inner loop for the extension. When the solution of the BVP is computed (&) dmel
z-derivatives are calculated (b) and these three vectors are expanded to all cells in the main cluster by
multiplying by the appropriate factef*="»? (c). The results are then added to the accumulative sums over
previousk, (d).

if (flux(k_x, k_y) < threshold) then
goto next k_x
else
solve the BVP for the pair (k x, k y)
calculate x- and z-derivatives of the solution
for all $N_p$ expanded cells in main cluster do
multiply solution and derivatives by exp(i k_x n_p p),
with n_p the period index
add expanded solution coherently to the accumulated
sum over previous k x
do the same for the expanded derivatives
enddo
endif
enddo
for all N_p expanded cells in main cluster do
for all N_c clusters do
compute the other field components
multiply all field component vectors by
exp(i k_y n_c Delta_c), with n_c the cluster index
add field components coherently to the accumulated
sum over previous k_y
enddo
enddo
enddo

In the inner loop it is first checked whether the pdig,(k,) satisfies the criterion of minimum incident
flux. When the flux is not negligible, the BVP for the given pair on the main cell is solved and the solution
is stored in the vectofemeh,. Then the derivatives with respect toand z are computed and stored

in the vectorsd, femeh, andd, femeh,, respectively. For the expanded cells in the main cluster with
period indicesr, = — 2=t . el the vectorsfemeh,, d, femeh, andd, femeh,, are multiplied by

the appropriate factar’*="»P, The resulting expanded vectors are then in every cell of the main cluster
coherently added to the accumulative sum vectwsieh,tot, d, femehytot andd, femeh,tot. See
Figure8.2
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Figure 8.3: In the outer loop of the extension the field compongéptsd?, and E,, H, are computed in
every cell of the main cluster (a). These vectors are then extended gadinection by multiplying by the
appropriate factogi*=m-A<, The results are then added to the accumulative sums over préyji¢os

N«

z=h

z=0

x=-0.5p x=0.5p x=-0.5p x=0. 5p
Figure 8.4: To visualize real quantities known on the nodal points of the Sepran mesh of each cell we map

these values to a rectangular grid with dimensidis x N, .

After the loop over allk,, for fixed k, the field component¥,, H, and E,, H, are then computed in
every cell of the main cluster using the vectgignehytot, d, femeh,tot andd, femehytot. In all N,
vectors in the main cluster this results in the vectesieh, and femeh,. Finally we extend the vectors
femehytot, femeh, and femeh, for each cell in the main cluster in thedirection by multiplying by
a factore’*vm<A¢, wheren,. is the appropriate cluster index, = — =1 . Ne=d - After the multiplica-
tion, the resulting vectors in every expanded cell are coherently added to the correct accumulative vectors
femehytot, femehtot and femeh,tot. Note that for the cells in the main cluster this comes down to a

multiplication by 1. See Figurg.3.

8.2.3 Modification of the postprocessing

To be able to analyze the total electromagnetic field that we have computed, real quantities such as the
modulus and phase of the various field components can be calculated in every cell of the extended region.
For each cell this data can then be printed to an output file or plotted and viewed with Sepview. But what
we would really like is to visualize these quantities for the expanded region as a whole. This is done by
using the Amira graphics package.

Amira is a 3D visualization and modelling syste@8]. The AmiraMesh format, which is Amira’s native
general- purpose file format, allows the storage of field values on a rectangular grid.

Assume we have an array B, x N, vectors in which for each expanded cell we have stored a real quantity
(e.g. the modulus of a field component). We now first create a rectangular grid for the main cellwith
points inz-direction—0.5p < x < 0.5p and N, points inz-direction0 < z < h. We then use the Sepran
interpolation routine INTCOOR to map the quantity values from the points of the Sepran mesh of the main
cell, as stored in vector KMESH, to the points of the rectangular grid. Information about the mapping
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Figure 8.5: For adjacent cells in a cluster we have to omit double points (a). In (b) an impression is given
of the grid for the whole expanded region.

is stored in a vector MAP. By now using the fact that all expanded cells implicitly have the same mesh
structure, we can map the quantity vectors on all expanded cells by using subroutine INTCOOR, with the
same rectangular grid and the vector KMESH. We thereby use the mapping specifications already stored in
the vector MAP in the first call to subroutine INTCOOR to speed up the mapping process.

After the mapping, we have for every expanded cell, including the main cell, the values of the quantity of
interest on the nodes of the rectangular grid. We now create a rectangular grid for the whole extended region.
The grid distances im- andz-direction for the 3D-grid are taken equalgd(N., — 1) andh/(N., — 1).

The grid distance iy-direction we choose equal the. We can now write the coordinates of this 3D-grid

and the corresponding mapped quantity values in the expanded cells to the Amira mesh-file. Note that for
two adjacent cells in a cluster the most right column of grid points of the left cell and most left column of
grid points of the right cell actually represent the same points. To avoid double points in the amira mesh-
file, we therefore make sure that we omit the coordinates of the most right columns and their corresponding
quantity values for the firs/,, — 1 cells (counted from left to right) in every cluster.

8.3 Additional modifications to Bicycle and Cyclop

For very complicated geometries such as those of a Blu-ray disk stack, the number of surfaces that Bicycle
generates becomes very large. Since Bicycled assigned each surface to a separate element group this be-
comes problematic. This is because in Sepran the total number of user element groups is at maximum 99.
Larger numbers can not be used since they are reserved for the standard element groups of Sepran. There-
fore, Bicycle has been modified in such a way that all surfaces corresponding to rectangles and triangles
of which the refractive index is equal are combined in a single grouped surface by using the SURFACES
keyword.

In the previous chapter we have mentioned that in the special cage tuausists of a multi-layer with flat
interfaces, thg-components of the total electromagnetic field can be computed analytically. Previously
in Cyclop only theE, and H, components were computed analytically. We have extended Cyclop such
that now also all other field components are calculatedno extension of the analytic solution to the
three-dimensional region is done however). By calculatingstreorm of the absolute differences between
the numerical and analytical solutions it is possible to get insight in the precision of the numerical model.

Finally, the absorbed energg.65 and the total time-average electromagnetic energy dershy)(can be
computed in every expanded cell of the enlarged region.
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Chapter 9

Integration of the Cyclop output into
the heat diffusion model

In the previous chapter we have described how the two-dimensional solution on the main cell is extended

to a three-dimensional region. From the extended total electric field the absorbed Brergy, z) on

the whole extended region can be determined. In Chapter 2 we have pointed out that the absorbed energy
known in the nodal points of the Cyclop mesh can be mapped to the three-dimensional mesh used in the
thermal model. In this chapter we will describe the various steps that have been taken to integrate the

absorbed energy data calculated by Cyclop into the thermal model and the problems that were encountered.

The first step was to separate the postprocessing process from the main Cyclop program. We will discuss the
stand alone postprocessing program Cycpost in Se@tibiThe mapping has been integrated in the Cycpost
program and is discussed in Sectfa. In Sectiond.3we discuss how the mapped data is integrated in the
thermal model.

The method used in the preprocessor program Bicycle turned out to be too inaccurate. Therefore an alter-
native has been made, which is described in Se&idnSeveral of the various other problems encountered
are discussed in Secti@b.

9.1 Cycpost: the Cyclop postprocessor

When we simulate a spot that is incident on a complex geometry such as that of a Blu-ray disk stack, then
depending on the number of quasi-periodic fields in the main double loop, the Cyclop program can take a
very long time to run (i.e. over 20 hours). With the postprocessing part of the Cyclop program, if one wants
to view a quantity that has not yet been derived and printed/plotted, the whole Cyclop program has to be
run once more. It is therefore convenient to separate the postprocessing part from the Cyclop program.

After the main double loop, the arrays containing the components of the total electromagnetic field for the
whole extended region and (if applicable) the analytical solution vectors for the maift ee# written

to Sepran output filppbname.sepcomp This is done by using the Sepran subroutine OUTSOL. In order

to be able to use this subroutine correctly, several changes have to be made to Cyclop and its general
input file jobname.input. In Cyclop the calls to subroutines START, MESH, PROBDF and COMMAT are
replaced by a single call to subroutine SEPSTM. This subroutine reads information about the large matrix
(MATRIX block) and the number of vectors that is to be writterjadbname.sepcomp(OUTPUT block)

from jobname.input, in addition to the information about the mesh (MESH2D block) and the problem
definition (PROBLEM block). Bicycle is therefore modified such that it adds these last two blocks to the
general input file. Some additional parameters that are needed for postprocessing, such as the value of a
boolean flag that indicates whether an analytical solution has been calculated and stored or not, are written
to a file calledobname.params

55



000/99 Company Confidential till 200210

jobname.post.input

jobname.meshoutput |

»| Cycpost

jobname.dat

Bicycle

jobname.input

jobname.out

jobname.spotdata

jobname.sepcomp jobname.plot###
jobname.params

jobname.spotin.diffr

Diffract

Figure 9.1: The Cyclop input/output structure when the postprocessing is separated and performed by the
Cycpost program.
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Figure 9.2: Visualization of the Cyclop extended region (red box’) in the computational box of the thermal
model ('black box’) (att = 0). The geometries of both models are equal in the 'blue box'.

The Cyclop postprocessing program Cycpost is based on the Sepran postprocessing program Seppost. Cyc-
post reads the solution arrays from jebname.sepcompfile, the vectors KMESH and KPROB from

the file jobname.meshoutputand finally the extra parameters frgobname.params In the input file
jobname.post.inputthe user can specify by means of boolean flags which quantities are to be computed,
printed and/or plotted. All postprocessing functions that were present in the extended Cyclop program,
including the 3D-visualization with Amira, are also available in Cycpost.

Finally, the mapping which we will discuss next, is implemented in Cycpost.

9.2 Mapping of the extended Cyclop output to the heat diffusion
mesh

We will first describe the computational box used in the thermal model. In the translation invariant
direction along the grooves, the box has lengtp. The height inz-direction isL. In thez-direction two

periods of the grooved structure are often chosen. In the current model of the heat problem it is assumed
that the exterior of the computational box consists of a flat multi-layer (i.e. there are no grooves). The total
length of the computational box ir-direction iSLy,. L, L:, and L., are chosen sufficiently large to

make sure that the adiabatic boundary conditions are sufficiently accurate. SeedExgure

For the extension in Cyclop we choose to extend to a region three periods widerhtliteetion (V,, = 3)
and three periods long in thgdirection. The number of clustefS. > 3 can be freely chosen. In the
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Figure 9.3: When the cells have been determined between which the mapped nodat pgint:() (blue
dot) lies, the absorption values in both cells are interpolated (red dots). These interpolated values are once
more interpolated to acquire the absorbed energy in the mapped nodal point.

current extended Cyclop a vallé. = 59 is used.

In Figure9.2we have drawn the extended region of Cyclop (red box’) in the thermal computational box.
The coordinate system for the thermal model is chosen such that its axes coincide with those of the Cyclop
model. The optical axis of the incident spot coincides witht¥exis of both models.

Let us now assume that we have calculated the absorbed energy in every cell in the extended Cyclop region.
Remark that in Cyclop we have three grooved periods, while in the thermal model we have only two grooved
periods. For every nodal point of the thermal mesh that lies outside the 'blue box’ shown in gigue
therefore set the absorbed energy equal to zero.

We generate the mesh for the thermal computational box by using the Sepran program Sepmesh. The
information about the mesh is stored in the 8dmeshoutput

In pseudo code the mapping as implemented in Cycpost can be described as follows:

read thermal 3d-mesh from file 3dmeshoutput
create user array containing nodal points of the thermal 3d-mesh
for every nodal point of the thermal mesh do
map coordinates of nodal point to Cyclop coordinates
if nodal point lies outside 'blue box’
return absorption = 0
else
determine period index
determine cluster indices of cells immediately in front of
and immediately behind the considered point
translate x-coordinate such that -0.5p < x < 0.5p
interpolate in front cell with INTCOOR (f)
interpolate in back cell with INTCOOR (b)
linear interpolate between (f) and (b)
endif
enddo

We start by reading the vector that stores the information about the 3d-mesh of the thermal model by using
the Sepran subroutine MESHRD and store it in a vector KMESH2 (we already have a vector KMESH with
information about the mesh of the main cell). All coordinates of the nodal points of the 3d-mesh are then
stored in a double precision user array (via KMESH2(23)).

We then loop over all points of the thermal 3d-mesh. First the coordinates are transformed to Cyclop
coordinates. Let us denote these Cyclop coordinates of the poinmt.by.( z.). If this point lies outside the
'blue box’ in Figure9.2we set the absorption to zero at that point. Otherwise we continue by determining
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Figure 9.4: A visualization of how a source term is obtained at a timetstep0 from the source term
calculated by Cyclop fot = 0.

between which two expanded cells the mapped point lies, see FgaireThe period index:, and the
cluster indices r, n.; of the cells directly in front of and behind the mapped point follow from:the
and they-coordinate, respectively.

Since in each cluster we have a two-dimensional geometry, we temporarily omjtaberdinate of the

mapped nodal point. Recall that the solution vectors for the expanded cells have the same structure as those
on the main cell. Therefore we first translate theoordinate of the mapped nodal point to the main cell

so that—0.5p < z. + npp < 0.5p. We can then compute the interpolated absorbed energy values in the
point (z. + n,p, zc) in the expanded cells immediately in front of and behind the mapped nodal point by
using the Sepran interpolation subroutine INTCOOR (with vectors KMESH and KPROB of the main cell).
Finally we linearly interpolate these two interpolated absorption values to obtain the absorbed energy in the
point (x., y., z.) (@and thus in the corresponding point in the thermal 3d-mesh).

The array of interpolated absorption values is written to the standard Sepran backup stosagediiback
by using the Sepran subroutine WRITBS.

9.3 Integration of the mapped data in the thermal model

The three-dimensional heat diffusion equati@ri) is a second order real linear parabolic equation for one
unknown function, namely the temperatdfeSuch a differential equation is a standard problem in Sepran.
It can therefore be solved by using the Sepran programs Sepmesh, Sepcomp and Seppost.

In the previous section a description of the three-dimensional computational box used in the thermal model
has been given. With Sepmesh a mesh can be generated for this computational box. Sepmesh requires
an input file calledobname.mshin which a description of the discretization of the computational box is

given in terms of Sepran keywords. Each layer of the stack to be modelled is assigned to a single volume
element group. Each of these volumes is generated by using the volume generator pipe with tetrahedral
elements (PIPE11). The surfaces are generated with the submesh generators rectangle and pipesurface with
triangular elements (RECTANGLE3 and PIPESURFACE3). The points of the mesh are connected with line
elements with 2 points (LINE1).

When the mesh file has been made, the heat diffusion equation is solved by using the program Sepcomp.
The problem is specified in the input fijebname.prb. All element groups are of type 800 (potential
problem).

To describe a differential equation of a standard form in Sepran, such as the heat diffusion equation con-
sidered, it suffices to specify the coefficients of the differential equation. The coefficients that are assigned
a value are 6, 9 and 11 (the heat conductivityh z-, y- and z-direction, respectively), 16 (the sour€y

and 17 (the heat capacip(,). These coefficients are specified for each element group individually. In
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Figure 9.5: An overview of the file communication structure between Cycpost and the thermal model.

the original thermal model, a moving spot is simulated by filling coefficient 16 for every nodal point of the
thermal mesh at any time step by means of a user defined analytical function of position and time (via the
assignmentoef 16 = (points, iref = -1)and user subroutine FUNC).

We have replaced this analytically defined heat source by a heat source as calculated by Cyclop in the
following way. Att = 0 the double precision array containing the absorbed enBfgy, y, ) in every

nodal point of the thermal mesh is read from the Sepran backup storagegditenback This data is then

stored in a Sepran vector calledtputcyclopof solution type (110). To simulate the movement of the spot,

at every discretized timethe data iroutputcyclopis mapped on a copy of the thermal mesh that has been
shifted in the negativg-direction over a distance * t, wherev is the velocity at which the spot moves.

This results in a Sepran vecteourcetermthat contains the heat source at time

In Figure 9.4 this mapping has been visualized. For the mapping Sepran subroutine INTMSH3D is used.
For nodal points that are mapped into regioof the shifted mesh, the absorbed enelyis set to zero

at these points. The data at nodal points that are mapped into réfjican be considered to be ’'lost'.
Consequently, for > 0, from a certain time step> 0 at which nodal points werd” > 0 are mapped into
regionI, the vector containing the source term will become unusable.

The vectorsourceterm is used to fill coefficient 16 for every nodal point of the thermal mesh by the
assignmentoef 16 = old solutionThe intensity of the spot can be changed by multiplying with an intensity
factor!.

The Sepcomp program can be instructed to write the calculated temperature distribution at every time step
t to a file calledsepcomp.out The Sepran postprocessor Seppost can then be used to interpret the data in
sepcomp.out

Figure9.5 shows the file communication structure in case the thermal simulation is run with a heat source
that has been calculated by Cyclop.

9.4 An alternative for Bicycle

The sloped edges of the grooves of the disk structures that we model are inconvenient when the geometry
is described using the Bicycle program. Due to the complexity of for instance the stack of a Blu-ray disk,
the division of the region? in rectangles and triangles causes that the sloped interfaces are subdivided
and contained in several rectangles. See Fi@ueConsequently, instead of straight lines, the slopes are
represented by piece-wise linear curves. This results in undesirable inaccuracies. Furthermore, creating the
Sepran part of the general input fijltoname.input manually is very time consuming, especially for such
complex geometries and therefore is no alternative to using a preprocessor.
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Figure 9.6: In case of very complex geometries the sloped interfaces are approximated by piece-wise linear
curves.

Hence, a start has been made to develop an alternative for Bicyolfiglinve draw each layer of the stack
structure that we want to describe as a closed polygon. As a unit of length we use one pixel to represent one
nanometer. When we have drawn the whole unit cell, we save the drawing in the stefigitmanat to the

file jobname.fig. Since this file is an ASCII file, we can manually add additional information such as the
refractive indices corresponding to the various layers of the stack we have represented by polygons and the
wavelength of the incident light. By processing the filbname.figwith an AWK? script, we generate the
Sepran blocks of the general input fitname.input. The vertices and edges of the polygons are coupled

to the points and curves of the mesh description. The number of elements per curve is calculated from the
wave length and the refractive indices. The regions formed by the polygons are defined as surfaces using
the submesh generator general with triangular elements (GENERAL3). To complete the input file we use
the non-Sepran part from the input file generated by Bicycle for the same geometry. After some minor
modifications to this non-Sepran part we then have a general input file in which the interfaces of the stack
are exactly described.

9.5 Problems encountered

The performance of numerical programs such as Cyclop and the thermal model not only depend on the
implementation but also on the computer systems on which these programs are run. Depending on the
fineness of the mesh and the sampling rate of the spot, Cyclop jobs require a computer system with a large
memory to store the large matrix and the right-hand side vector of the discretized linear system, the solution
vectors and derived quantity vectors.

The geometries such as that of a BD-disk recording stack are relatively complex and therefore a relative
large memory is requires. At first, the Cyclop program constantly failed to run, even though the computer
to which the job was submitted had enough memory available. This turned out to be caused by the limited
stack size of the computer systems that were used.

The extension of the two-dimensional quasi-periodic fields to a three-dimensional region and the mapping
of the meshes required features that probably where hardly ever (or never) tested before. At various occa-
sions when Sepran errors or warnings occurred, the problem at hand could be solved by contacting Sepra.
Unfortunately, in several cases a lot of time had to be spent on debugging because no apparent reason could
be found for the crashing of the software. As a result of this debugging some bugs and limitations in Sepran
have been discovered.

1A graphical tool for the X Windows System.
2A pattern-directed scanning and processing language.
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Chapter 10

Numerical simulations

When running numerical simulations it is important to validate the results of these simulations and consider
their accuracy. In the first section we will discuss the precision of the numerical solution of Cyclop for a
geometry consisting of homogeneous plane regions by comparing this solution with the analytical solution.
In Section10.2 results of the extension of the two-dimensional Cyclop data on the unit cell to a three-
dimensional region are discussed. The extended absorbed energy will be mapped to the three-dimensional
mesh of the thermal model to replace the previously analytically given heat source. The thermal model
with the integrated Cyclop heat source is validated for a plane geometry by comparing the results of the
simulation with the results of the Media program. In Sectlén3the validation of the integrated thermal
model is discussed. In the two concluding sections of this chapter we will successively consider a stationary
and a moving spot for a Blu-ray disk recording stack. In nearly all of the figures in this chapter arbitrary
units are used.

10.1 Accuracy of the Cyclop solution

In Section7.3we remarked that in case the geometry of the unit cell consists of flat homogeneous regions
with interfaces parallel to thex(y)-plane, an analytical solution of the BVP can be calculated. As has been
remarked in SectioB.3all six components of the electromagnetic field can be analytically computed with
Cyclop when such plane geometries are considered.

To gain insight in the precision of the numerical solution, a comparison is made with the analytical solution.
Letu denote a field component of the analytical solution and ig¢note the corresponding field component

of the numerical solution. The relative error between the numerical and the analytical solution is measured
by the quantity:

==z (10.1)

where||u||2 is thely-norm defined by:

(10.2)

whereN is the number of nodal points ang is the value of the field component in nodal paint

Let us consider an unit cell containing a geometry with flat homogeneous regions and interfaces parallel
to the (,y)-plane with specifications as shown in Talileé.1and Figurel0.1 The reason for using this
geometry is that it is similar to the Blu-ray disk recording stack which we will consider in the Sections
10.310.5 Since the metal layer is 12@n thick, in Cyclop it can be taken to be a half space. In order to

be able to visualize field quantities in the upper part of the metal layer, we chose the thickness of this layer
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Table 10.1: The parameters, their abbreviations and values that are used for the simulations of a planar
structure.

Wavelength in vacuum A 405nm
Period of the grating P 320nm
Index of refraction of substrate Nsubs 1.6
Index of refraction of metal Nomet | 0.17 + 2.044
Index of refraction of dielectric material Ndie 2.28
Index of refraction of phase-change matetiah,;, | 1.52 + 3.36:

in the unit cell to be equal to the skin depth of 3&. The half space below the unit cell is filled with the
metal.

First we consider the accuracy of the numerical Cyclop solution for a linearly TE-polarized plane wave of
which the amplitude of, is 1V/m. The wavelength of the plane wave is 40& and it is incident on the
geometry as shown in Figud®.1lunder an angle of 52 degrees with thexis, with the wave vectak in

the (r, z)-plane. In Tablel0.2an overview is given of the relative errors of the various components of the
total electromagnetic field for three values of the parametétrments. As has been remarked in Section
7.1.1 this parameter is used to specify the fineness of the finite element mesh of the unit cell. The higher
the value ofnelements, the finer the mesh. From Tahl®.2it becomes clear that the convergence of the
numerical solution to the analytical solution is quadraticatétements.

As an example we visualize the modulugdf of which the numerical solutiomglements = 40) is shown
in Figure10.2 In Figure10.3the numerically and analytically computed modulusthf are shown for
nelements = 20 andnelements = 40 along a vertical curve parallel to theaxis. Fornelements = 40
the graphs of the analytical and the numerical solution coincide.

Next consider a normalized Gaussian right-hand circular polarized spot that is focused on the aforemen-
tioned plane geometry. The NA of the focussing lens is 0.85 and the wave length of the light/ig©405

This spot will be used in SectidkD.3for the validation of the integrated thermal model. The spot is created
with Diffract. For the sampling of the spot, the number of points indh@ndy-direction (V,, N,) are

both set equal to 384. The number of grid points contained in one periddhe gratingK = 8. Table
10.2shows the relative norms for the six field components of the electromagnetic field for this spot. For this
simulation a valuewelements = 40 is used. From the table it becomes clear that for all field components
the relative error is in the order of 1%, which is acceptable. From this points onwaklelgents = 40

will be used in the Cyclop simulations.

Table 10.2: Relative errors of the six field components of the electromagnetic field for a single incident plane
wave and for a Gaussian spot as explained in this section. For those field components of the TE-polarized
plane wave that are theoretically equal to zero, no relative error is given since the numerical values of these
field components are of the order@f10~2).

plane wave plane wave plane wave Gaussian spot

nelements = 20 | nelements = 30 | nelements = 40 | nelements = 40
Relative error off, X X X 0.345 x 10~ 1
Relative error off,, | 0.267 x 107! 0.121 x 101 0.685 x 102 0.398 x 101
Relative error of£, | 0.267 x 10~! 0.120 x 1071 0.674 x 1072 0.223 x 1071
Relative error off,, X X X 0.452 x 1071
Relative error ofF, X X X 0.798 x 102
Relative error off, | 0.271 x 107! 0.123 x 1071 0.695 x 102 0.918 x 1072
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Figure 10.1: An overview of the dimensions of the geometry of the planar structure (i.e. the unit cell)

used in the simulations. On top of the upper dielectric layer we consider the half-space to be filled with a
substrate. The half-space below the unit cell is filled with metal. The geometry is translation invariant in

they-direction.
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Figure 10.2: The numerically computed modulus of filg component of the TE-polarized plane wave
incident on the planar geometry as described in this section. For the generation of thedieestnts is
set to 40.

10.2 The extension of the Cyclop data

We will now consider the extension of the Cyclop solution from the two-dimensional unit cell (i.e. the
main cell) to a three-dimensional region as discussed in Ch&pt&he total number of expanded cells

in the z-direction NV, is chosen equal to 3 and the total number of clusters inytbgection NV, = 59.
Considering the symmetry of the spots that we will use later on, it is convenient to choose the dimensions
of the extended region im- andy-direction to be equal. For the distance between two successive clusters
Ac it follows that Ac = 3p/(N. — 1), wherep is the period length (ir:-direction) of the main cell (and

thus of all expanded cells of the extension).

From the extended total electromagnetic field various real quantities can be derived such as the modulus
and phase of a field component and the absorbed energy. These quantities are visualized with the Amira
program. The dimensions of the rectangular grid on which each expanded cell is mapped are taken as
N, = 50andN,, = 75. Since the grid distance of the Amira meshyhdlirection is chosen to be equal to

Ac, the three-dimensional Amira mesh will contdit8 x 59 x 75 grid points. In all Amira visualizations

the period widthp will be normalized.

Let us now consider the Cyclop extension for the incident plane wave from the previous section to give
a first impression of a visualization in Amira. Once again we choose the (numerical) modulusif the
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Figure 10.3: Plots of the modulus &f, along a vertical curve parallel to theaxis. The left graph shows
for nelements = 20 the analytical (dashed line) and numerical values. The right graph shows these values
for nelements = 40 (white dashed line represents the analytical solution).

component of the total electromagnetic field as our quantity of interest. In Fifud¢he extension of this
guantity is shown. Unfortunately the color scheme used in the Amira plots can not be chosen equal to the
one used in the plots made with Sepran. Figl®esshows the phase df,. for the same geometry. Both
figures give a good indication of the continuity of the extended data.

Now let us once again consider the Gaussian spot that is focused on the planar geometry from the previous
section. For the extension we choose to visualize the modulus and phaseff cbenponent of the total
electromagnetic field. A two-dimensional plot of the modulusEgfin the main cell is shown in Figure

10.6 It can be seen that only part of the spot is present in the main cell. In Fifuretersections parallel

to the planes: = constant andy = constant are shown of the modulus of the extensionff. The left
intersection parallel to thg-axis shows the layers of the geometry. The intersections are positioned such
that the region bounded by these intersections corresponds to the main cell (compare with Ggure

Figure10.8shows an intersection parallel to a plane- constant through the lower maximum visible in
Figure10.7. The figure clearly shows the continuity of the extended field. In Fig@8an intersection
through the upper maximum visible in Figut8.7is shown. The field values have been scaled such that the
highest elevation level corresponds to the highest value of the field. The shape of the graph has the distinct
form of a Gaussian distribution. In Figur#6.7-10.9the darkest blue corresponds to approximatel/

and the darkest red to the maximum field value. The phase of the extéhdedhown in Figurel0.1 A

phase jump can be seen froar (white) tor (yellow) in the upper dielectric layer.

Figures10.11and 10.12 show the total electromagnetic energy densityand the absorbed enerdy,
respectively. The only layer in which absorption can clearly be seen is the phase-change layer. The absorbed
energy is Gaussian distributed. There is also a small amount of energy absorption at the top of the metal
layer, which is t+oo0 less to be visible in the figure.
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Figure 10.4: The modulus dff, of the TE-polarized plane wave that is incident on a planar geometry as
described in the previous section. TE-polarized means that the magnetic field is parallel to the x-axis. The
wave vectok lies in the (¢, z)-plane and makes an angle of 52 degrees withrtaris. The plane gt = 1.5

shows the layers of the geometry (see FiglOel). The darkest blue corresponds to approximately/@

and the darkest red corresponds to the maximum field value.

Figure 10.5: The phase df, of the TE-polarized plane wave that is incident on a planar geometry as
described in the previous section. The wave vegétdies in the (, z)-plane and makes an angle of 52
degrees with the-axis. The plane aj = 1.5 shows the layers of the geometry (see Figlbel). White
corresponds te-w and yellow tor.
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Figure 10.6: The modulus df, in the main cell for the right-hand circular Gaussian spot that is focused
on center of the planar geometry, as described in the previous section.

Figure 10.7: The modulus d, for the right-hand circular Gaussian spot that is focused on the center of the
planar geometry, as described in the previous section. This geometry is visualized by the plané.at
The darkest blue corresponds to approximatel§/@: and the darkest red to the maximum field value.
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Figure 10.8: The modulus aF, for the Gaussian spot in a plane= constant through the bottom
maximum as visible in Figurek0.6and10.7. The darkest blue corresponds to approximately/@: and
the darkest red to maximum field value.
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Figure 10.9: The modulus df, for the Gaussian spot a plane= constant through the top maximum

as visible in Figured0.6and10.7. The field values have been scaled such that the highest elevation level
corresponds to the highest value of the field. The darkest blue corresponds to approxifgtelyad the
darkest red to the maximum field value.

Figure 10.10: The phase &, for the Gaussian spot that is focused on the planar geometry, as described
in the previous section. The planeat= 1.5 shows the layers of the geometry (see Figloel). White
corresponds te-7 and yellow corresponds te.
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Figure 10.11: The total electromagnetic energy density for the Gaussian spot. The pland &t shows
the layers of the geometry (see Fig@1). The darkest blue represents an energy level of approximately
0 J/m? and the darkest red represents the maximum energy level.

Figure 10.12: The absorbed energy for the Gaussian spot that is focused on the planar geometry, as de-
scribed in the previous section. The planeg/at 1.5 shows the layers of the geometry (see FiglLdel).

The darkest blue represents an energy level of approximatélyn@® and the darkest red represents the
maximum energy level.
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Figure 10.13: The planar geometry used to validate the integrated thermal model. The bounded box shows
the position of the main cell (see Figut8.1). The geometry is translation invariant in thelirection.

10.3 Validation of the integrated thermal model

The heat source that is obtained rigorously by Cyclop has been integrated in the thermal model as explained
in Section9.3. In this section we will validate this integrated thermal model by comparing the values of the
temperature distribution at= 1 ns and at = 10 ns with values computed by Media for a planar geometry.

The geometry that is used for the validation is shown in Fidixrd3 The geometry is translation invariant

in the y-direction. The dimensions of the thermal computational boxate= 2 ym, Ly, = 1.8 pm and

L;, = 1.315 um. For the creation of the thermal mesh, the number of nodal poirt, i andz-direction

are chosen to be as 50, 40 and 38, respectively. The numerical values of the thermal and optical parameters
are listed in Tabld.0.3

For the validation the normalized right-hand circular polarized Gaussian spot as specified in B&dtion
used. The spot is focused on the center of the geometry (the optical axis coincides withxisgand is
stationary (i.ew = 0). It is switched on for a time of 100s at constant level. Subsequently, in all thermal
simulations the initial temperature is set to 0 in the whole computational box.

In Figures10.14and10.15the extended absorbed energy is shown (see also Fl§ut® integrated into
the thermal mesh (i.e. at= 0). Next, we calculate the temperature distribution between 0 ns
when the spot is turned on and#at 100 ns when the spot is turned off. In Figurd®.16 10.18the
temperature distribution at= 1 ns,t = 10 ns,t = 50 ns andt = 99 ns is shown in intersections in a
planez = constant halfway in the phase-change layer, the plane 0 and the plang = 0, respectively.
The highest temperatures (yellow) and gradients can be seen in the metal in the center of the spot.

In Figure 10.19shows cross sections of the temperatiie;, 0, zna15), T'(0,Y, 2hary) @andT'(0,0, z) at
t = 1 ns andt = 10 ns, wherez = zp4;¢ is the plane through the center of the phase-change layer. Notice
the symmetry of the Figurekd.19a)- 10.19d).

Table 10.3: The numerical values of the indices of refractipheat conductivitys and the specific heat
C,, of the materials that are used in the simulations. The wave lengthair is 405 nm.

Index of refractiom | x [W/m/°C] | Cp, [J/kg/ °C]
Substrate 1.6 0.22 1.5
Metal (aluminium) 0.17 + 2.047 100 2.45
Dielectric material 2.28 0.7 2.05
Phase-change material  1.52 + 3.36¢ 0.5 1.3
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In order to validate the results of the integrated thermal model we compare the output with corresponding
Media results. The normalized temperatdrér, 0, zpqi7) for 0 < z < 1000 nm for ¢ = 1 ns and

t = 10 ns as computed by the integrated thermal model and Media are plotted in Fig2@ The
temperature distribution at= 1 ns as computed by the thermal model and by Media match. Afiets

the graph for the integrated thermal model lies clearly higher than that for the Media program. So far, no
explanation has been found for this difference.
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Figure 10.14: The absorbed energytat 0 integrated into the thermal mesh for the circular polarized
Gaussian spot that is focused on the center of the planar geometry as described in this section. The upper
figure shows a contour plot of the absorbed energy in the plaa® and the spot is incident from the left.

The bottom figure shows a contour plot of the absorbed energy in theplan@ Here the spot is incident

from below.
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Figure 10.15: A contour plot of the absorbed energy in a plaseconstant halfway in the phase-change
layer immediately after the beginning of the illumination.
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Figure 10.16: Contour plots of the temperature distribution in a plageconstant halfway in the phase-
change layer at= 1 ns (a),t = 10 ns (b),t = 50 ns (c) andt = 99 ns (d).
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Figure 10.17: Contour plots of the temperature distribution in the plare0 att = 1 ns (a),t = 10 ns
(b),t = 50 ns (c) andt = 99 ns (d). The spot is incident from the left.
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Figure 10.18: Contour plots of the temperature distribution in the plane0 att = 1 ns (a),t = 10 ns
(b), t = 50 ns (c) andt = 99 ns (d). The spot is incident from below.
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Figure 10.19: Cross sections of the temperaffife, 0, znaif), T(0,y, 2nair) andT'(0,0, z) att = 1 ns,
(a, c, e) and at = 10 ns, (b, d, f). The plane = z,4y is the plane halfway in the phase-change layer.
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Figure 10.20: The normalized temperature distributiordfet « < 1 pm, y = 0 andz = zpqf att = 1 ns
and att = 10 ns as computed by Media and the integrated thermal model.
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Figure 10.21: One period of the grooved geometry for a BD-disk recording stack. The geometry is transla-
tion invariant in they-direction and the period widthis 320 nm.
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10.4 Stationary spots for a BD-disk recording stack

In this section will consider a normalized predominantly TE-polarized spot and a normalized predominantly
TM-polarized spot that are focused on the center of thermal computational box on a groove of a BD-disk
recording stack. The optical axis coincides with #haxis. Both spots are created with Diffract. For

the sampling of the spots, the number of pointgirandy-direction (V,, IV,) are both set equal to 384.

The number of grid points contained in one perjodf the gratingK’ = 8. The spots are stationary, i.e.
v=0m/s.

One period of the geometry of the grooved BD-disk recording stack is shown in FHi@uzg The optical

and thermal properties of the materials are the same as for the planar geometry from the previous sections
and are listed in Tabl&0.3 For the creation of the thermal mesh, the number of nodal point,ip- and
z-direction are chosen to be as 60, 40 and 38, respectively.

The groove depth of 48m has purposely been chosen larger than the actual groove depth of the BD-disk
format (= 23 nm) in order to make the differences between the two polarizations more distinct. The same
argument applies to the slope angte (3 degrees with the-axis instead ot 30 degrees for a BD-disk)

and the thermal properties that are also not equal to the values of the BD-disk standard.
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Figure 10.22: Absorbed energy for a normalized predominantly TE-polarized (top figure) and a normalized
predominantly TM-polarized spot (bottom figure), focused on the center of the geometry on a groove. See
also Figurel0.23 The plane ayy = 1.5 shows the grooved geometry. In both figures the darkest blue
corresponds to approximatelyl/m3. The darkest red corresponds to the maximum energy level.
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Figure 10.23: Absorbed energy for a normalized predominantly TE-polarized (top figure) and a normalized
predominantly TM-polarized spot (bottom figure), focused on the center of the geometry on a groove. The
plane aty = 1.5 shows the grooved geometry. In both figures the darkest blue corresponds to approximately
0 W/m?3. The darkest red corresponds to the maximum energy level.

©Philips Electronics Nederland BV 2002 81



000/99 Company Confidential till 200210

Figure 10.24: Total electromagnetic energy density for a normalized predominantly TE-polarized (top fig-
ure) and a normalized predominantly TM-polarized spot (bottom figure), focused on the center of the ge-
ometry on a groove. The plane@t= 1.5 shows the grooved geometry. In both figures the darkest blue
corresponds to approximately)m?. The darkest red corresponds to the maximum energy level.
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Figure 10.25: Contour plots of the temperature distribution in a plageconstant halfway in the phase-
change layer in the groove at= 1 ns (a),t = 10 ns (b), t = 50 ns (c) andt = 99 ns (d). The spot is
predominantly TM-polarized.
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Figure 10.26: Contour plots of the temperature distribution in the plare0 att = 1 ns (a),t = 10 ns
(b), t = 50 ns (¢) andt = 99 ns (d). The spot is predominantly TM-polarized.
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Figure 10.27: Contour plots of the temperature distribution in the plane0 att = 1 ns (a),t = 10 ns
(b), t = 50 ns (c) andt = 99 ns (d). The spot is predominantly TM-polarized.

©Philips Electronics Nederland BV 2002 85



000/99 Company Confidential till 200210

LEVELS LEVELS
0.000E+00 0.000E+00
2278807 2278807
asseE07 Pt
GeaE07 P
oatiE07 ooy
113906 T s9e.00
136706 Tareon
1594E06 Laoi00
Le22E 06 fposn
2050806 2050808
2278806 e
2506506 2506505
2733€06 Sy
2561606 b
3189606 v
3u17E06 Tareon
3544806 ot on
3872606 3872608
1100506 2100508

scaley: 7500 scaey: 7500
scaex: 7500 scdex. 7500
Contourlevels o emperature_y0175 et 0001 Contourlevels o erperature_yo175 umet: 0010

LEVELS LEVELS
0.000E+00 0.000E+00
2278807 2278807
asseE07 psbndt
GeaE07 posspdt
o1tiE07 vt
1139606 S aoE00
136706 pvstaget
1594E06 Lo 00
Te22e 06 fposet
2050806 2050806
2278806 et
2506506 et
2733608 psset
2561606 fyapenet
3109806 eeon
3u17E06 pstaget
3644806 oseon
3872606 st
1100506 2100508

scaley: 7500 ey 7500
scaex. 7500 scdex. 7500
Contour levels of temperature_y0175 imet: 0050 Contour levels of temperature_y0175 tmet 0,099

(© (d)

Figure 10.28: Contour plots of the temperature distribution in a plageconstant halfway in the phase-
change layer in the groove at= 1 ns (a),t = 10 ns (b), t = 50 ns (c) andt = 99 ns (d). The spot is
predominantly TE-polarized.
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Figure 10.29: Contour plots of the temperature distribution in the plare0 att = 1 ns (a),t = 10 ns
(b),t = 50 ns (¢) andt = 99 ns (d). The spot is predominantly TE-polarized.
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Figure 10.30: Contour plots of the temperature distribution in the plane0 att = 1 ns (a),t = 10 ns
(b), t = 50 ns (c) andt = 99 ns (d). The spot is predominantly TE-polarized.
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10.5 Moving spots for a BD-stack

Let us now once again consider the predominantly TE- and TM-polarized spots from the previous section
that are focused on the BD recording stack.tAt 0 the extended Cyclop absorption data is mapped to
the thermal mesh such that the front cluster of the Cyclop extensipa= —29) coincides with the plane

¥ = ymin Of the thermal mesh. The origin of the thermal computational box is placed in the center of the
spot att = 0. The spots move at a speed-= 9.48 m/s along the center groove of the geometry.

In Figures10.31- 10.33contour plots of the temperature distribution are shown for the predominantly
TM-polarized spot and in Figure®.34- 10.36for the predominantly TE-polarized spot.
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Figure 10.31: Contour plots of the temperature distribution in a plageconstant through the center of
the phase-change layer in the groove at 1 ns (a),t = 10 ns (b), ¢t = 50 ns (c) andt = 99 ns (d). The

spot is predominantly TM-polarized and moves at a speed of/9.4A8
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Figure 10.32: Contour plots of the temperature distribution in the plare0 att = 1 ns (a),t = 10 ns
(b),t = 50 ns (c) andt = 99 ns (d). The spot is predominantly TM-polarized and moves at a speed of 9.48
m/s.
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Figure 10.33: Contour plots of the temperature distribution in a plageconstant through the middle of
the computational box @ = 1 ns (a),t = 10 ns (b),t = 20 ns (), t = 50 ns (d), t = 80 ns (e) and
t = 99 ns (f). The spot is predominantly TM-polarized and moves at a speed 0f8/48
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Figure 10.34: Contour plots of the temperature distribution in a plageconstant through the center of
the phase-change layer in the groove at 1 ns (a),t = 10 ns (b), ¢t = 50 ns (c) andt = 99 ns (d). The
spot is predominantly TE-polarized and moves at a speed ofr8/48

©Philips Electronics Nederland BV 2002 93



000/99 Company Confidential till 200210

LEVELS LEVELS
0.000E+00 0.000E+00
1.917E-07 1.917E-07
3.833E-07 3.833E-07
5.750E-07 5.750E-07
7.667E-07 7.667E-07
9.583E-07 9.563E-07
1.150E-06 1150606
1.342E-06 1.342E-06
1533606 1533606
1.725E-06 1.725E-06
1.917E-06 1.917E-06
2.108E-06 2.108E-06
2.300E-06 2.300E-06
2.492E-06 2.492E-06
2.683E-06 2.683E-06
2.875E-06 2.875E-06
3.067E-06 3.067E-06
3.258E-06 3.256E-06
3.450E-06 3.450E-06

scaley:  8.333 scaley: 8333
scalex:  8.333 scalex:  8.333
Contour levels of temperature_x0 fimet: 0.001 Contour levels of temperature_x0 timet:  0.010

LEVELS LEVELS
0.000E400 0,000E+00
191707 1917607
3.833E-07 3833607
5.750E-07 5.750E-07
7.667E-07 7.667E-07
958307 958307
1.150E-06 1.150E-06
1342606 1342606
1.533E-06 1.533E-06
1.725E-06 1.725E-06
1917E-06 1917E-06
2.108E-06 2.108E-06
2.300E-06 2.300E-06
2.4926-06 2.4926-06
2.683E-06 2.683E-06
2.875€-06 2.875€-06
3.067E-06 3.067E-06
3.256E-06 3.256E-06
3.450E-06 3.450E-06

scaley: 8333 scaley: 8333
scalex: 8.333 scalex: 8.333
Contour levels of temperature_x0 timet: 0.050 Contour levels of temperature_x0 tmet: 0.009

() (d)

Figure 10.35: Contour plots of the temperature distribution in the plare0 att = 1 ns (a),t = 10 ns
(b),t = 50 ns (c) andt = 99 ns (d). The spot is predominantly TE-polarized and moves at a speed of 9.48
m/s.
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Figure 10.36: Contour plots of the temperature distribution in a plageconstant through the middle of
the computational box @ = 1 ns (a),t = 10 ns (b),t = 20 ns (), t = 50 ns (d), t = 80 ns (e) and
t =99 ns (f). The spot is predominantly TE-polarized and moves at a speed 0h9/48
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Chapter 11

Conclusions and recommendations

As aresult of the study that has been described in the previous chapters, we can draw the following conclu-
sions.

About the Cyclop program:

e In case the geometry in the unit cell consists of flat homogeneous regions with interfaces parallel
to the @,y)-plane, an analytical solution of the BVP can be calculated. In Cyclop the parame-
ter nelements in the input file determines the fineness of the finite element mesh of the unit cell.
The convergence of the numerical solution to the analytical solution is quadratical in the parameter
nelements.

e The extension of the Cyclop solution from the two-dimensional unit cell to a larger three-dimensional
region that is of interest for the thermal model has been successfully implemented. These extended
field quantities are visualized in Amira.

About the integration of Cyclop and the thermal model:

e The mapping of the extended absorbed energy as computed by Cyclop to the three-dimensional ther-
mal mesh is completed.

e The integrated thermal model has been validated for a normalized right-hand circular polarized spot
that was focused on the center of the thermal computational box containing a planar geometry, by
comparing the values of the temperature distribution at 1 ns and att = 10 ns with values
computed by Media. At = 1 ns the results of both models matched. The results=atl0 ns turned
out to be slightly different, for which no explanation has been found so far.

e The integrated codes can be used as a tool to accurately simulate and research the following phenom-
ena:
— The effects of the polarization of the laser spot.
— The effects of the spot size and the spot shape.
— The differences between land-recording and groove-recording.

— The effects of variation of the track pitch, the groove depth, the groove angle and the groove
geometry.

— The effects of varying the thermal and optical properties of the materials.

The results of such simulations will give insight in the optimization of groove geometry, stack design
and the effects of for instance optical and thermal cross-track cross talk.

Recommendations for further research:
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¢ In order to find an explanation for the differences in the temperature distribution atns between
the integrated thermal model and the Media program, further tests are needed.

e The geometries that were used for testing the Cyclop extension and the integrated thermal model are
similar but in fact not identical to existing recording stacks. It will proof useful to run simulations for
existing geometries such that the numerical results can be compared with measured values.

e The modified Cyclop program, the integrated thermal model and the newly developed Cyclop post-
processor Cycpost need to be made more robust. Furthermore, a user friendly interface should be
developed. The alternative preprocessor should be further improved and will probably make the
current Bicycle obsolete.
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