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Abstract
Lacunes of presumed vascular origin (lacunes) are small lesions in the brain and are an important
indicator of cerebral small vessel disease (cSVD). To gain more insight in this disease, obtaining more
information about the shape, size and location of lacunes is essential. However, manual segmentation
(the voxel­wise labeling of lacunes in a scan) can be very time­consuming.

In this thesis, we optimize convolutional neural networks using different loss functions to automate
the process of segmenting lacunes in full brain MRI scans. A set of 111 scans was used for development
and a separate test set of 111 scans was used for evaluation. As lacunes are small, they generally
occupy less than 0.02% of an MRI scan. This leads to an extreme data imbalance between lacune
voxels and background voxels, which complicates the optimization process. We trained networks with
the binary cross­entropy (BCE) loss, the weighted binary cross­entropy (WBCE) loss and the Dice loss.
Additionally, we trained networks with two proposed adaptations of the Dice loss: Dice­ReLU loss and
constrained Dice­ReLU (CDR) loss.

Our experiments show that all losses except the BCE loss are able to cope with the data imbalance
and learn to segment lacunes. The Dice­ReLU loss performs best on detection with a sensitivity of 0.79,
but produces an excessive amount of false positives (FPs) with on average 26 per image. Adding a
size constraint (the constrained Dice­ReLU loss) improves the number of FPs considerably to 11.52
FPs per image with a sensitivity of 0.70. The Dice loss has just 1.93 FPs per image, but reaches a
detection sensitivity of only 0.43. However, the Dice loss obtains the best segmentation performance
of the true positive (TP) elements with a Dice similarity coefficient score of 0.47. Compared to the Dice
loss, the WBCE loss performs slightly less on FPs per image and TP­element­wise segmentation, but
slightly better on sensitivity.

We developed methods that were able to learn to segment lacunes. However, the data imbalance
still influences the optimization process considerably, leading to methods that either focus too much on
the foreground or too much on the background. Further work on developing a loss function that can
cope better with this data imbalance could greatly improve lacune segmentation performance.
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1
Introduction

Cerebral small vessel disease (cSVD) is a disease that can result in different types of brain lesions,
including lacunes of presumed vascular origin, perivascular spaces, white matter hyperintensities and
microbleeds. It has an effect on the physical and psychological abilities of especially the elderly. How­
ever, the mechanisms causing the disease are not fully known. cSVD itself is hard to detect with
neuroimaging techniques, but the lesions resulting from cSVD are better to capture using neuroimag­
ing. Therefore, the disease is detected by inspecting brain MRI images for these lesions. Currently,
this task is mostly performed manually by a radiologist and can take up a lot of time. Additionally, as
the interpretation is executed by a human being, it is subject to bias and variations across interpreters.

In order to assist the radiologist in making more accurate decisions and save time, during the past
couple of years, researchers came up with several artificial intelligence methods to automate the man­
ual detection process. For lacunes of presumed vascular origin (lacunes) these methods were mostly
detection based, which means that the method detects the lesion with drawing a box around it. How­
ever, to get more precise information about the size, shape and location, instance segmentation is
needed as this procedure provides the exact outline of the lesion. Only a few methods were designed
to segment lacunes. All detection and segmentation methods developed thus far, use either 2D images
or 3D sub­images for this. As a consequence, to evaluate entire 3D images with these methods, extra
computational costs, time or manual labour is needed.

Therefore, this thesis proposes a method that is able to detect and segment lacunes in 3D images at
once. It is hypothesized that the deep learning U­net architecture [38] is suitable for this task, as it has
proven to successfully segment other lesions before [11, 13, 15, 25, 48, 56]. However, developing a 3D
method comes with a few challenges. Lacunes are tiny structures that generally occupy only less than
0.02% of a 3D image. This leads to an extreme data imbalance between lacune voxels (the equivalent
of a pixel) and background voxels (non­lacune voxels), which may complicate the optimization process.
It is hypothesized that the challenge of the data imbalance can be tackled by placing more emphasis
on the lacune voxels, as this will lead to a better balance between the lacune and background voxels.
This will be addressed in the loss function. Three existing loss functions as well as an adaptation to one
of them are tested in this thesis. Additionally, previous work on lacunes already showed that several
similarly looking structures can be incorrectly identified as lacunes. It is expected that if the method
will be punished for incorrectly classifying too many background voxels as a lacune, it will be forced to
learn how to differentiate between a lacune and a similar looking structure. Therefore, this challenge
might be addressed by putting a constraint in the loss function on the volume of the background voxels.

The remainder of this thesis is structured as follows: chapter 2 provides a medical background on
lacunes of presumed vascular origin and cerebral small vessel disease. An introduction on convolu­
tional neural networks is given in chapter 3, after which the previously developed lacune detection and
segmentation methods are described in chapter 4. Information of the data that is used for optimizing
the network can be found in chapter 5. Chapter 6 describes the elements and procedures needed
for training and testing the network, which includes the proposed loss functions. An exact description
of the performed experiments is provided in chapter 7, which is followed by the results in chapter 8.
Chapter 9 discusses these results and gives recommendations for future work. A final conclusion is
given in chapter 10.
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2
Medical Background

2.1. Cerebral small vessel disease
The term cerebral small vessel disease (cSVD) refers to changes in the small arteries, arterioles,
venules and capillaries in the brain. All together these blood vessels are called the small vessels.
As a consequence of these changes, lesions can occur in the brain, such as white matter hyperin­
tensities, lacunes of presumed vascular origin, perivascular spaces and microbleeds. However, the
mechanisms causing the changes that lead to lesions are heterogeneous and not fully understood.
Since alterations in small vessels are hard to detect with neuroimaging, whereas the resulting lesions
are better to image, these lesions are often used as biomarkers for cerebral small vessel disease. That
is, the presence of the lesions is determinative for diagnosing the disease. As a result of this, the term
cerebral small vessel disease often refers to its lesions rather than the changes in the small vessels
[35].

There are several types of small vessel disease which can be subdivided based on its pathology
into the amyloidal form and the non­amyloidal form. This separation is based on whether aggregates
of proteins, called amyloids, play a role in the disease or not. That is, the types in the amyloidal group
are related to the deposition of these amyloids. Within this amyloidal form cerebral amyloid angiopathy
(CAA) is a very common subtype [9]. CAA is a chronic degenerative disease which is predominantly
associated with advanced age [5]. It is caused by progressive accumulation of 𝛽­amyloid in the walls of
small arteries in the brain. The deposition of the 𝛽­amyloid leads to occlusion and rupture of the vessels
and eventually to brain injuries [7, 39]. The non­amyloidal group, on the other hand, is not related to the
deposition of amyloids, but represents itself by an increase of the vessel wall, narrowed interior of the
vessels, the occurrence of dilated and elongated vessels or the buildup of fats, cholesterol and other
substances on the vessel walls. As this non­amyloidal form is often associated to ageing, diabetes and
hypertension, it is also known as age­related and vascular risk­factor­related small vessel disease [35].

Although the exact link between cSVD and changes to the small vessels in the brain is still unclear,
it is hypothesized that damage to the blood­brain barrier might be a possible cause of some cSVD
types [50]. The blood­brain barrier (BBB) is a semipermeable barrier that separates the cardiovascular
system from the fluid of the central nervous system. It prevents the pathogens and circulating immune
cells from passively entering and as a result damaging the brain [1, 9]. In several studies it was found
that in patients with cSVD, BBB leakage was present [42, 51, 55, 59]. The hypothesis is that with
increasing age the permeability of the BBB increases and this damage process is enhanced by several
risk factors such as hypertension, diabetes and inflammation. If the BBB is weakened, pathogens and
immune cells can invade into the brain and induce lesions [9, 50, 55].

The consequences of small vessel disease are diverse. Elderly patients with cSVD experience
cognitive decline [47], depressive symptoms [19] and physical disabilities such as gait disturbances [10]
and urinary problems [37]. Furthermore, the disease is the cause of 25% of all ischaemic strokes [3],
contributes to up to 45% of dementias [52] and appears to be associated with Alzheimer’s Disease and
Parkinson’s Disease [9]. However, the exact relation of cSVD with these neurodegenerative diseases
is still unclear.

In order to detect small vessel disease, neuroimaging and especially magnetic resonance imaging
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4 2. Medical Background

(MRI) is used to visualize the different brain lesions. To assess the severity of the disease a total cSVD
score is proposed, which takes several of these imaged biomarkers into account instead of evaluating
them separately [28, 54]. Besides this, neuroimaging biomarkers can also be used to gain insight in
the cause of the disease and its connection to other neurodegenerative diseases. It is shown that
dysfunction of the blood­brain barrier is associated with at least some of the cSVD related lesions
[55, 59]. However, if the exact relation and process between the leaking BBB and the disease can be
unraveled, it might help to prevent small vessel disease from originating.

The brain lesions that are commonly used as cSVD biomarkers are recent small subcortical in­
farcts, lacunes of presumed vascular origin, white matter hyperintensities of presumed vascular origin,
perivascular spaces, cerebral microbleeds and brain atrophy. These lesions vary in size, shape and
location in the brain. Furthermore, their intensities on an MRI scan may vary as well from having a low
intensity (white) to having a high intensity (dark gray/black) [53]. It is beyond the scope of this thesis to
discuss all of the lesions here. However, since the goal of this thesis is to automate the segmentation
of lacunes of presumed vascular origin, this lesion type will be discussed in more detail in the next
section, as well as other lesions that are relevant due to their similarities in appearance.

2.2. Lacunes of presumed vascular origin
Lacunes of presumed vascular origin are small cavities filled with fluid and are mainly located in the
deeper parts of the brain [16]. They are presumed to be a result of subcortical infarcts, which on their
turn are expected to be caused by occlusion of small arteries [16, 53]. However, the lesions may also
be caused by intracerebral haemorrhage as it was found to be associated with lacunes of presumed
vascular origin [36, 40].

Figure 2.1: A lacune on a FLAIR im­
age having a hyperintense rim around
a center of hypointensity [53].

Since across papers there was little consistency in terminology and
definitions for the biomarkers of small vessel disease, Wardlaw et al.
proposed a consensus term and definition for each biomarker. In this
thesis the recommended standards for lacunes of presumed vascu­
lar origin as stated by Wardlaw et al. [53] will be used. Therefore, a
lacune of presumed vascular origin is defined as ”a round or ovoid,
subcortical, fluid­filled cavity of between 3 mm and about 15 mm in
diameter, consistent with a previous acute small deep brain infarct or
haemorrhage in the territory of one perforating arteriole”. Lesions can
be recognized on MRI sequences, which are combinations of particu­
lar settings of radiofrequency pulses and field gradients that influence
the appearance of an image. On all MRI sequences the lacunes of
presumed vascular origin can be recognized by its intensity, that is, hy­
pointense (dark gray/black) or hyperintense (white) depending on the
sequence used. In addition, images of the fluid­attenuated inversion
recovery sequence can in some cases also display a hyperintense rim
around the central hypointensity. However, this hyperintensity is not
always present and in this case the lacunes of presumed vascular ori­
gin appear entirely hypointense [53]. An example of a lacune imaged with a fluid­attenuated inversion
recovery (FLAIR) sequence is depicted in figure 2.1.

Lacunes of presumed vascular origin need to be distinguished from perivascular spaces as they
can look very similar. According to Wardlaw et al. [53], perivascular spaces are defined as ”fluid­filled
spaces that follow the typical course of a vessel as it goes through grey or white matter”. On all MRI
sequences these lesions have an intensity that is similar to the appearance of lacunes of presumed
vascular origin. They can have an elongated shape if imaged parallel to the course of the vessel, but
they can also appear round or ovoid in shape if imaged perpendicular to the course of the vessel. When
they pass through an area of white matter hyperintensity, they can even mimic the hyperintense rim of a
lacune of presumed vascular origin on FLAIR images [53]. Several studies differentiate between these
two lesions based on the diameter size and the presence of the hyperintense rim [4, 17, 29–31, 36].
In these articles, FLAIR imaged hypointense lesions with a diameter between 3 mm and 15 mm with a
hyperintense rim are classified as lacunes of presumed vascular origin. Moreover, when the lesion is
not round or ovoid in shape but somewhat elongated, it is classified as a perivascular space.

In the remainder of this thesis, the term lacunes of presumed vascular origin will be abbreviated to
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’lacunes’. However, in all cases this refers to the consensus term and definition of lacunes of presumed
vascular origin.





3
Convolutional neural networks

Artificial intelligence gained a lot of attention in the last couple of years. It can be defined as ”the effort to
automate intellectual tasks normally performed by humans” [8]. A part of the field of artificial intelligence
consists of non­learning approaches, which means that with these approaches programmers manually
have to define a large set of explicit rules to automate a process. However, although this appears to be
suitable for simple well­defined and logical problems, these approaches fail to solve the more complex
problems.

A subfield of artificial intelligence that is able to address those more complex problems, such as
language translation, speech recognition and image classification, is called machine learning. Instead
of beingmanually specified, in machine learning the set of rules are learned by a computer when looking
at a set of examples. When a machine learning system is provided with many examples, which include
both the problems and their answers, and with optionally certain features it needs to pay attention to,
the system can learn a pattern and can come up with rules to automate the task. These learned rules
can then be applied to unseen examples of the same task to predict the answer of the new examples.
For example, if we want to let a machine learning system learn to classify whether a picture contains a
cat or not, we have to feed the system with a lot of examples of pictures with cats and pictures without
cats. Additionally, as the system needs to know how a cat can be recognized, we also need to tell the
system which features are characteristic for a cat, such as a tail, ears, eyes and whiskers. With these
example pictures and features, it defines rules to automate the classification process such that when
the learned system is provided with a new image it can categorize it as a cat or a non­cat image.

Figure 3.1: Graphical explanation of the relationships between artificial intelligence, machine learning, deep learning, neural
networks and convolutional neural networks.

Specifically for image analysis and image classification, deep learning is a subgroup of the field of
neural networks, which is on its turn a subfield of machine learning (see figure 3.1). The main difference
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8 3. Convolutional neural networks

between neural network and deep learning techniques and other techniques within the machine learn­
ing field, is that the neural network and deep learning techniques learn to identify characteristic features
of an object automatically, while for other techniques these features have to be manually specified. For
the cat classification problem, this means that the deep learning technique is able to learn that cats can
be recognized by their eyes, ears and whiskers. Because of this automated feature extraction, more
complex and an increased number of features can be extracted which leads to better performance on
many problems [8, 18].

A convolutional neural network (CNN) is a deep learning algorithm that is mostly used for analyzing
images and image classification problems. A general CNN architecture consists of several layers.
Often used layers are convolution layers, activation functions, pooling layers and an end activation
function. The order of these layers is not fixed, but can differ across architectures. The convolution
layers are specifically used in CNNs and are the discriminating factor between CNNs and other types
of neural networks. An example of a CNN architecture is given in figure 3.2a. In this example the CNN
is provided with an image of Willem­Alexander, King of the Netherlands. The information of this image
will be passed on to the first convolution layer, which transforms this input with a so called kernel and
outputs the new information to a pooling layer. The kernel acts as a kind of filter that is able to detect
patterns. As can be seen in figure 3.2b, in the first layers these patterns are simple features, like edges
[8]. The kernels in later layers can detect more sophisticated features such as eyes, noses and mouths.
In the deepest layers, even entire objects can be detected using these kernels. With this information
the network is able to indicate whether King Willem­Alexander is portrayed on the input image or not
(figure 3.2a). A more detailed explanation of the components of a CNN follows later in this chapter.

(a) Graphical explanation of the process within a convolutional neural network. An image goes through several
operation layers after which a prediction of the output is given.

(b) Examples of features through a neural network, starting with simple edges and ending with entire objects.

Figure 3.2: An overview of a convolution neural network (CNN).

3.1. Components of a convolutional neural network
3.1.1. Convolution layer
In a convolution layer, one or a multiple of a so called feature map are given as input and transformed
using a kernel into one new feature map. The input feature maps, output feature maps and kernels are
usually multi­dimensional arrays. In the first convolution layer, the input feature map can be an image,
but in later layers these input maps are the output feature maps of previous layers. A kernel is a matrix
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with weights that is able to find one specific pattern, for example a horizontal edge. It often has the size
of 3𝑥3 or 5𝑥5. By applying the specific kernel to an entire input image or feature map, it can extract all
cases of a certain feature in this image, such as a horizontal edge. If we want the network to find even
more features, such as vertical and diagonal edges, other kernels need to be applied to extract these
patterns as well [8, 14, 18].

A convolution is executed by sliding the kernel over the input feature map, stopping at all possible
positions. At each location, every entry of the kernel is multiplied by its corresponding overlapping
entry of the input feature map. The results of all kernel entry multiplications are summed to obtain the
value of the output feature map at that position [8, 14]. Figure 3.4 shows how the process works for a
2­dimensional problem. In the top of the figure we see that each entry of the 3𝑥3 kernel is multiplied
by the corresponding value of the upper left 3𝑥3 window that is part of the 5𝑥5 input feature map.
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Figure 3.4: Example of a 3𝑥3𝑥3 convolution operation. The input feature map is given on the left, containing entries from a to y. The kernel is placed in the middle
and has e.g. values from 1 to 9. The resulting output feature map is depicted on the right. A kernel of 3𝑥3 slides over the input feature map of 5𝑥5. At each position
it calculates the sum of the multiplications of each kernel entry with their corresponding overlapping window entry. The result of the calculation is positioned in
the output feature map at the same location. The kernel slides with one stride (stepsize) to the right and below. Only the first four and the last windows and their
calculations are given in this figure [14, 18].
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The result of the first window appears in the output feature map at the same location. In the second
step, the kernel has slid one stride, which is a stepsize, to the right to apply the same transformation
to a new window. After three horizontal slides, the next window is located one stride lower, at the left.
This procedure of sliding and calculating continues until the kernel transformed every value of the input
feature map into a new value in the next convolution layer.

The entire process can be repeated by applying as many different kernels as needed. However,
when more than one kernels are used, their resulting output feature maps will be stacked onto each
other which leads to an extra dimension. As a consequence of this, cuboid, 3­dimensional, kernels
should be applied to slide over the width, height and feature map dimension of the input in the next
convolution layer [14].

The convolution arithmetic from figure 3.4 can also be represented by one generalized formula.
Let 𝐼 ∈ ℝ𝐾×𝐿 be the input feature map, 𝐾 ∈ ℝ𝑀×𝑁 be the kernel and the output feature map 𝑆 with
dimensions of (𝐾−𝑀

stride
+ 1) × ( 𝐿−𝑁

stride
+ 1). An entry of the output map can then be calculated as follows

[18],

𝑆(𝑖, 𝑗) = (𝐾 ∗ 𝐼)(𝑖, 𝑗) =
𝑀

∑
𝑚

𝑁

∑
𝑛
𝐼(𝑖 + 𝑚, 𝑗 + 𝑛)𝐾(𝑚, 𝑛). (3.1)

3.1.2. Activation function
In the convolution layer, only linear operations are used. This means that the network would only be
able to learn the linear transformations of the input. If we want the model to learn complex mapping
functions as well, a non­linearity, also referred to as activation function, is needed [8]. An activation
function is applied elementwise such that for 𝑋 ∈ ℝ𝑚×𝑛 , 𝑓 ∶ ℝ𝑚×𝑛 ⟶ℝ𝑚×𝑛 [20]

(𝑓(𝑥))𝑖𝑗 = 𝑓(𝑥𝑖𝑗). (3.2)

The most common activation function for neural networks is the rectified linear unit (ReLU) [18]. If the
input is positive it ”activates”, if the input is negative it will become 0 [23, 34]:

𝑓(𝑥𝑖𝑗) = {
0 for 𝑥𝑖𝑗 ≤ 0,
𝑥𝑖𝑗 for 𝑥𝑖𝑗 > 0.

(3.3)

3.1.3. Pooling layer
After the application of an activation function, a pooling layer can be applied. The output feature map
is downsampled by a pooling function, which maps parts of the output feature map to one summary
statistic. This is often done by taking the maximum value from a certain window of the output feature
map, which is called max pooling [20]. Similar to the window sliding procedure in the convolution layer,
the windows in the pooling layer are also chosen by sliding a square over the feature map. However,
this pooling square is mostly smaller, usually 2𝑥2, than the convolutional squared kernel. Additionally,
a stride of two is often used, which means that the window slides with two steps across the input. As
a result of the stride of two, the feature map is downsampled with a factor of 2 [8]. In figure 3.5 the
mapping of the max pooling is shown.
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Figure 3.5: Example of max pooling. A window of 2𝑥2 slides over the input feature map of 4𝑥4 with a stride of 2. At each position
it takes the maximum of the entries within that window. The result is positioned in the output at the same location [14].

A consequence of reducing the size of the feature maps is that there are less parameters to process
for the next convolution layer, which will make it more computational efficient. Furthermore, downsizing
will also make later convolution layers look at larger windows. That is, when more pooling layers are
applied, a bigger window of the input image is used to predict one pixel of the output image. As a result
of this, the network will be able to recognize more sophisticated features, such as eyes, ears or even
entire faces [8]. Finally, because the results of the convolution layer will be positioned at the same
location in the output feature map as their input features, it can be sensitive to translations in the input.
For example, if the object in the input image would be slightly shifted, the output feature maps created
by later convolution layers would look different. By using a pooling function, the output layers become
more invariant to these small movements [18].

3.1.4. Final layer with end activation function
In order to give a classification to the input image, in the last part of the architecture a final layer is
applied followed by an end activation function. This final layer can be a last convolution where the
number of kernels should be equal to the preferred number of outputs. Finally, to output a probability
that gives an indication whether the image belongs to a certain class or not, a final activation function
is applied after the last layer. For this final transformation it is common to use a sigmoid function or a
softmax function. Both of these end activation functions output values between 0 and 1. The sigmoid
function is suitable for binary classification tasks (for example, is there a cat in the input image ”yes” or
”no”) and if we let x ∈ ℝ2 it can be written as follows [18],

𝑓(𝑥𝑖) =
1

1 + 𝑒−𝑥𝑖 . (3.4)
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For a multiclass classification task (for example, is there a cat, a dog, a cow, a pig, a goat or a goose
in the input image), the softmax function is used. In this function, the exponent of every entry is taken
and divided by the sum of all exponentiated entries. Letting x ∈ ℝ𝑐, where 𝑐 represents the number of
classes, the softmax function is given by [18],

𝑓(𝑥𝑖) =
𝑒𝑥𝑖

∑𝑐𝑗=1 𝑒𝑥𝑗
. (3.5)

3.2. Training a convolutional neural network
The goal of training a network is to obtain an optimized network that is able to predict the manually
segmented label as accurate as possible. This can be accomplished by updating parameters in the
network, such that the discrepancy between the predicted outcomes and the manually segmented
labels will be minimized. A loss function can be used to calculate this discrepancy between predictions
and their corresponding actual outcomes. The result of the loss function, which is also called the loss,
can be minimized using an optimizer which updates the weights from the network.

3.2.1. Loss function
The objective of a loss function is to quantify the difference between the predicted outcomes and the
manually segmented labels. There are several functions that can be applied for this task, but the most
commonly used loss function for classification problems is the cross­entropy loss. Where the binary
cross­entropy loss is most often used for binary classification tasks, and the categorical cross­entropy
loss is most often used for tackling multiclass classification problems [8]. Suppose we want to train a
dataset of 𝑚 examples {𝑋(𝑖)}𝑚𝑖=1 ∈ ℝ𝑉×𝑊 with manually segmented outputs {𝑌(𝑖)}𝑚𝑖=1 ∈ ℝ𝑉×𝑊 and the
predictions computed by a network {𝑃̂(𝑋(𝑖); Θ)}𝑚𝑖=1 ∈ ℝ𝑉×𝑊 where Θ are the weights in the network,
then the categorical cross­entropy loss is given by,

𝐿(Θ) = − 1𝑚

𝑚

∑
𝑖=1

𝐾

∑
𝑘=1

𝑌(𝑖)𝑘 log (𝑃̂𝑘(𝑋(𝑖); Θ)) , (3.6)

where 𝐾 is the total number of classes. If we take 𝐾 = 2, the binary cross­entropy loss follows from
this:

𝐿(Θ) = − 1𝑚

𝑚

∑
𝑖=1
𝑌(𝑖) log (𝑃̂(𝑋(𝑖); Θ)) + (1 − 𝑌(𝑖)) log (1 − 𝑃̂(𝑋(𝑖); Θ)) . (3.7)

3.2.2. Optimizer
To decrease the discrepancy between the predicted output and themanually segmented output, the loss
can be minimized using an optimizer by adjusting the weights of the network. At the start of the training,
the weights of the network are initialized with random values. As a consequence, the predictions will
be very far from what the actual output should be and therefore the value of the loss function will be
high. To decrease this value, the optimizer updates the weights in the convolution and fully connected
layers using backpropagation. This backpropagation operates from the end of the network, the loss
function, through all of the layers to the beginning of the network, the first convolution layer. It computes
the contribution of every weight to the loss function by applying the chain rule. Each time an example
is processed by the network, the weights will be updated in the right direction and the predictions will
slowly become more accurate [8]. When every example of a dataset passed forward and backward
through the network once, it is called an epoch. For the minimization of the loss function,

minimize
Θ

𝐿 (𝑃̂(𝑋(𝑖); Θ), 𝑌(𝑖)), (3.8)

stochastic gradient descent (SGD) and its variants are the most common optimizers used in deep
learning [18].

Stochastic gradient descent, which is comparable to steepest descent, proceeds iteratively, that is,
a sequence of matrices is computed with the goal of converging to a matrix, the predicted outcome, that
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minimizes the loss function. SGD executes this task as follows. In the model the weights are stored
in matrices, Θ. However, for ease of the explanation we will assume that the weights that need to be
updated are now represented by a vector, 𝜃𝜃𝜃 ∈ ℝ𝑅. Let the update of this vector Δ𝜃𝜃𝜃 be small. Then,
when the terms of order ||Δ𝜃𝜃𝜃||2 are left out, the Taylor series expansion can be written as

𝐿(𝜃𝜃𝜃 + Δ𝜃𝜃𝜃) ≈ 𝐿(𝜃𝜃𝜃) +
𝑅

∑
𝑟=1

𝜕𝐿(𝜃𝜃𝜃)
𝜕𝜃𝑟

Δ𝜃𝑟 , (3.9)

where 𝜕𝐿(𝜃𝜃𝜃)
𝜕𝜃𝑟

is the partial derivative of the loss function with respect to weight 𝑟. We can simplify this

equation by using the gradient, (∇𝐿(𝜃))𝑟 =
𝜕𝐿(𝜃𝜃𝜃)
𝜕𝜃𝑟

, such that

𝐿(𝜃𝜃𝜃 + Δ𝜃𝜃𝜃) ≈ 𝐿(𝜃𝜃𝜃) + ∇𝐿(𝜃𝜃𝜃)𝑇Δ𝜃𝜃𝜃.
Now, to minimize the expression we need to take the step Δ𝜃𝜃𝜃 in such a manner that ∇𝐿(𝜃𝜃𝜃)𝑇Δ𝜃𝜃𝜃 is as
negative as possible. From the Cauchy­Schwartz inequality, for any 𝑓, 𝑔 ∈ ℝ𝑅, it holds that

|𝑓𝑇𝑔| ≤ ||𝑓||2||𝑔||2.
As a consequence, −||Δ𝜃𝜃𝜃||2||∇𝐿(𝜃𝜃𝜃)||2 is the most negative as ∇𝐿(𝜃𝜃𝜃)𝑇Δ𝜃𝜃𝜃 can get, which is true if Δ𝜃𝜃𝜃 =
−∇𝐿(𝜃𝜃𝜃). Therefore, the update step will be as follows

𝜃𝜃𝜃 ← 𝜃𝜃𝜃 − 𝜖∇𝐿(𝜃𝜃𝜃),
where 𝜖 is called the learning rate, which is a small stepsize as we assumed that Δ𝜃𝜃𝜃 should be small
[20]. However, when we need to deal with a large number of examples and many weights that need to
be updated, updating can become extremely computationally expensive. In these cases it is common
to take a subset of the examples for some 𝑛 << 𝑚, a so called minibatch. Instead of calculating the
mean of gradients over all examples, with a minibatch the mean of gradients will be calculated over
only a few examples [20]. If we write the loss function as

𝐿(𝜃𝜃𝜃) = 1
𝑚

𝑚

∑
𝑖=1
𝐶𝑋𝑖(𝜃𝜃𝜃),

where 𝐶𝑋𝑖(𝜃𝜃𝜃) represents the loss per example, then the algorithm for SGD can be written as given
in algorithm 1. In this algorithm we can see that the learning rate changes with every iteration, 𝑘.
Generally, it decays linearly until iteration 𝜏 after which 𝜖 stays constant:

𝜖𝑘 = (1 −
𝑘
𝜏 ) 𝜖0 +

𝑘
𝜏 𝜖𝜏 .

Without using the batches of the stochastic gradient descent, the optimizer is referred to as gradient
descent which is similar to steepest descent. Variants of the SGD optimizer that are often used are SGD
with momentum, RMSProp, RMSProp with momentum, AdaDelta and Adam. However, ”the choice of
which algorithm to use, at this point, seems to depend largely on the user’s familiarity with the algorithm”
[18].

Algorithm 1: Stochastic gradient descent
Require: Learning rate schedule 𝜖1, 𝜖2, …
Require: Initial parameter 𝜃𝜃𝜃
k ←1;
while stopping criterion not met do

Sample a subset of 𝑛 examples from the training set {𝑋(1), ..., 𝑋(𝑚)} with corresponding
labels 𝑌(𝑖);
Compute gradient estimate: 𝑔̂ ← 1

𝑛∇𝜃𝜃𝜃 ∑
𝑛
𝑖=1 𝐶𝑋𝑖(𝜃𝜃𝜃) ;

Apply update: 𝜃𝜃𝜃 ← 𝜃𝜃𝜃 − 𝜖𝑘𝑔̂;
𝑘 ← 𝑘 + 1;

end
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3.3. Application to image data
Convolutional neural networks can be applied to data with a grid­like topology. Therefore, as images
are 2­dimensional or 3­dimensional arrays, CNNs are often applied to image data [18]. They can be
used for various imaging tasks of which image classification, object detection and image segmentation
are very common. These three tasks will be explained in more detail below.

3.3.1. Image classification
The goal of image classification is to predict the class of an object in an image. An image that contains
an object is given to the network and based on this input image the network outputs the probability
of the object belonging to a class. The example with King Willem­Alexander in figure 3.2a from the
introduction of this chapter, is an example of image classification. An image with an object is given,
King Willem­Alexander, and based on this image the network produces probabilities for the object
belonging to each of the two classes, ’King Willem­Alexander’ and ’Not King Willem­Alexander’.

3.3.2. Object detection
In object detection, the goal is to localize and classify the objects of an image. For this, an image with
one or more objects is given to the network. The network outputs an image in which the objects are
marked by a bounding box or a single point. Probabilities of the objects belonging to certain classes
are attached to these marks. So, compared to image classification which only outputs a classification,
object detection outputs an entire image in which it classifies the object and additionally also localizes
it.

3.3.3. Image segmentation
With image segmentation one divides an image into segments. This is done by classifying every pixel,
such that pixels belonging to the same class will get the same label and create one segment. So,
when an image with one or more objects is provided to the network, it will output an image with a
separate segmentation for each object. In comparison to object detection, where an object is localized
and classified as a whole, image segmentation classifies each pixel and as a result gives more precise
information about the exact location, shape and size of an object.

3.4. U­Net architecture
Within the field of medical image analysis, the U­Net architecture developed by Ronneberger et al. [38]
is a well known architecture for segmentation problems [32]. It has been proven to be effective as other
researchers have successfully applied this U­Net for their segmentation problems [11, 13, 15, 25, 48,
56]. Rather than just getting one classification output for the input image, this architecture outputs an
entire image by giving a classification to every pixel of the image. That is, for every pixel it predicts
whether it belongs to the foreground (a specific lesion or organ) or to the background (the rest of the
image). As a result of this, the output of the network can have the same shape as the input.

The U­Net consists of a contracting part, in which feature maps are downsampled to analyze the
image, and an expanding part, where using upsampling a full­resolution segmentation is produced
(see figure 3.6). The contracting part consists of 4 blocks containing two 3𝑥3 convolutions with stride
1, which are both followed by a ReLU activation function. Each block ends with one 2𝑥2 max pooling
operation with stride 2. During the first block of operations 64 kernels are used and with every following
contracting block the number of kernels is doubled.

The expanding part also consists of 4 blocks. These blocks contain convolutions, upsampling op­
erations and copy and crop operations. In an upsampling operation, the output feature map of the last
convolution is taken and expanded with a factor of two. This is executed by copying the intensity value
of a pixel and paste it to three attached neighboring pixels and repeating this procedure for every pixel
of the image. This process is called nearest neighbor upsampling and can be seen in figure 3.7. To
reduce the number of feature maps, this result is used in a 2𝑥2 convolution. The combination of this
upsampling operation and 2𝑥2 convolution operation is called ’up­conv 2𝑥2’ in figure 3.6. Copy and
crop operations, sometimes also referred to as skip connections, are used to transfer information be­
tween the contracting path and the expanding path. As by downsampling during the pooling operation
localization information can get lost, while it is needed for the segmentation task, a part of the feature
maps containing high resolution features from the contracting path is copied and concatenated to its
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Figure 3.6: U­Net architecture in which convolutions, max pooling operations, up­convolutions and copy and crop operations are
used. The blue bars represent the feature maps with on top the number of feature maps and at its left lower corner the x and y
sizes of the feature maps [38]

corresponding layer in the expanding path (see figure 3.6). As a consequence, the expanded path is
able to better localize pixels, which results in a more accurate segmentation. So, to be more precise, an
expanding block starts with two 3𝑥3 convolutions having stride 1, which are each followed by a ReLU.
In the second part of the expanding block the feature map is doubled in size by upsampling, after which
a 2𝑥2 convolution with stride 1 is applied that in this case halves the number of feature maps. Finally,
each block ends with a copy and crop operation by concatenating a copy of the feature maps in the
contracting path to the feature maps in the expanding path.

At the end of the network another two 3𝑥3 convolutions with stride 1 are applied, which are each
again followed by a ReLU function. Finally, a last 1𝑥1 convolution with stride 1 is performed to output
the segmentation map. If an original image is used as input for the network, the output segmentation
map will have slightly smaller dimensions than its input. This is caused by the convolution layers that
reduce an images with a few pixels as can be seen in figure 3.4. To prevent the image from getting
smaller, such that an output image of the same dimensions as the input can be obtained, one can
attach extra pixels around the input of every convolution layer. This process is called padding.

Figure 3.7: Example of upsampling. The value of a pixel is duplicated to three attached neighboring pixels.





4
Related work

This chapter gives an overview of the previous work on lacune detection and segmentation. With
lacune detection, lacunes are localized by providing them with a bounding­box or a single point. With
lacune segmentation every voxel is being classified, which as a result can, additionally to the location,
also give the shape and size of the element. The lacune detection methods are described in the first
section, which is followed by a summary of the segmentation methods. The chapter concludes with
the contribution and proposal of the current research.

4.1. Detection methods
The first automated lacune detection method was developed by Yokoyama et al. [57]. This lacune
detection method is a rule­based approach and consists of two steps: a lacune detection step and a
false positive reduction step. In the first step all possible lacune candidates are detected using the brain
images of the T2­weighted sequence. As lacunes occur only in some parts of the brain, the method
starts with extracting a circular area of the brain in which lacunes are assumed to appear. This area
was empirically determined based on the training dataset. After this, the images are binarized: every
voxel is evaluated based on its intensity and mapped to either 0 or 1. In the paper it is mentioned that
the intensity of lacunes can change according to its phase, which can be acute, sub­acute or chronic.
To cope with these differences in intensity, the binarization technique is executed 15 times with 15
different thresholds. From the binarized images, candidates are selected based on their area (number
of pixels), circularity (measure of how closely the candidate approaches a perfect circle) and gravity
center. Thresholds for these features were optimized based on the training dataset. As this detection
step is a very rough procedure, other lesions, brain structures and tissues will be incorrectly identified
as candidates as well. Candidates that are misclassified as lacunes are called false positives. In the
second step of the model these false positives are reduced using the brain images of the T1­weighted
sequence. The brain tissue is extracted from the image as lacunes can never occur outside the brain
tissue. Furthermore, on T1­weighted images most lacunes have high intensity differences compared
to their surrounding area while this difference is not always present for false positives. Therefore, the
intensity difference between the candidate and its peripheral area is measured and evaluated using
the T1­weighted images. The threshold for the intensity difference was empirically determined based
on the training dataset. For the development of the method 832 images are used of which 295 images
contained together 695 lacunes. The method was able to detect 90.1% of the lacunes with an average
of 1.4 false positives per image. However, even with the misclassification reduction step, there were still
several misclassified candidates. Analyzing these false positives, the researchers found that especially
the edge of the brain tissue, high­signal regions near the ventricles (figure 4.1 ­ b), a part of the cerebral
ventricle and perivascular spaces were misclassified as lacunes.
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Figure 4.1: Examples of true positives and false positives. The half­boxes represent detections from the method of Yokoyama
et al. [57]. A half­box with a circle represents a lacune, a true positive. The half­boxes without a surrounding circle indicate false
positives. In this case the false positives are high­signal regions near the ventricle.

Uchiyama et al. [44] adopted the rule­based method of Yokoyama et al. [57], adjusted some parts
and added a machine learning algorithm to the end. That is, the method from [44] also exists of two
steps: a lacune detection step and a false positive reduction step. The only change that was made to
the lacune detection step, is the extraction of the area in which lacunes can occur. The research group
of Uchiyama extract in their method the entire brain region based on T1­weighted scans, while the
group of Yokoyama extracts only a smaller circular shaped region. After the extraction, the procedure
of detection is equal to the approach in [57]. This means that using T2­weighted scans binarization is
applied and candidates are detected based on the size of their area, circularity and the gravity center.
However, the false positive reduction step from the method of Yokoyama et al. [57] was replaced by
a new approach. In the positive reduction step of Uchiyama et al [44], false positives are eliminated
based on their location, signal intensity difference (in both T1­ and T2­weighted images) and shape
of the structure. The location is used, because lacunes occur within cerebral vessel regions and thus
candidates on the periphery of the cerebral region are more likely to be false positives. Next, signal
intensity difference is evaluated, as again lacunes show an intensity difference with their surrounding
area and false positives may not. Finally, false positives are eliminated based on the shape of the struc­
ture, as lacunes are more likely to be of a nodular shape and some false positives such as the cerebral
sulcus will have a more linear shape. The cut­off thresholds that are used to eliminate the misclassified
candidates are determined empirically based on the detected lacunes during the candidate detection
phase. After the elimination of the false positives, the remaining candidates are subdivided using a
support­vector machine (SVM) into lacunes and false positives. An SVM is a machine learning method
that produces a hyperplane to separate different classes for a classification task. To train and test the
SVM, the data was split up into groups A and B. Both of these groups were alternately used for training
and testing. The final result was then obtained by averaging over the results of both test datasets. To
optimize the parameters of the SVM, the training and testing process was repeated. The method is
developed based on 1143 scans of which 80 scans contained a lacune leading to a total lacune count
of 93. In comparison with the method of Yokoyama et al. [57], the method shows improved results
with detecting 96.8% of the lacunes and an average of 0.76 false positive per slice. Although their new
approach appears to be better at detecting initial candidates and in reducing the false positives, the
method did not succeed in eliminating all false positives. The main types of remaining false positives
included a part of the cerebral sulcus (figure 4.2a), a part of the cerebral ventricle (figure 4.2b) and
perivascular spaces (figure 4.2c).
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Figure 4.2: Examples of false positives, which are surrounded by boxes. In (a) the false positive is a part of the cerebral sulcus,
in (b) the false positive is a part of the cerebral ventricle and in (c) the false positive is a perivascular space [44]

To tackle specifically these remaining false positives, the research group of Uchiyama changed their
method in a later paper [43]. In this new method they adopted the rule­based part of their previous
method from [44] and replaced the SVM from the false positive reduction step by four neural networks.
The first neural network consists of 3 layers and outputs the likelihood of being a lacune. As input for the
network the location, intensity difference and shape features are used. Thereafter, three parallel neural
networks are applied to attack specific classes of false positives: classifier A distinguishes lacunes
from parts of the cerebral sulcus, classifier B distinguishes lacunes from parts of the cerebral ventricle
and classifier C distinguishes lacunes from perivascular spaces. For training and testing the neural
networks, the dataset was split into two groups A and B. Group A was first used for training and group
B for testing. After that, the groups were reversed: group Bwas used for training and group A for testing.
By averaging the results of both test datasets, the final result was obtained. For the development of
the method 1143 images are used. 80 of these images contained a lacune with a total of 93 lacunes.
This method identified 96.8% of the lacunes with an average of 0.30 false positive per scan. Therefore
it is concluded that the neural networks help in reducing the false positives.

As the research group of Uchiyama experienced that especially the differentiation between lacunes
and perivascular spaces is challenging, they focused more on addressing this aspect in the method
that followed. In [45] all lesions are first enhanced and segmented in T2­weighted images using a
thresholding technique. Then, features of location, size, signal intensity difference in both T1­ and
T2­weighted images and degree of irregularity (a measure of how much the lesion deviates from a
perfect circle) are used as input for a 3­layer neural network to classify the lesions. To train and test
the network, one example was left out for testing the network and the rest of the examples were used
for training. This procedure was repeated until every example was used for testing once. By averaging
over all testing results, the final result was obtained. 109 images containing 89 lacunes are used for the
development of the method. With this method they showed that size greatly contributes in distinguish­
ing between lacunes and perivascular spaces and that location features are useful for differentiation
between perivascular spaces and lacunes located in the periphery of the lateral ventricle. Furthermore,
93.3% of the lacunes were detected and 94.5% of the predictions were correct.

In a later paper [46] the research group of Uchiyama refocused to reducing all of the false positives
again. They extended their original method, which was rule­based with a machine learning step [44],
with an extra false positive reduction step, which aims at eliminating all false positives [46]. This means
that the selection of candidates and the false positive elimination approach is similar to the method in
[44]. However, after the two phased elimination step consisting of reducing the false positives using
the location features, signal intensity difference features and shape features of the structure in the first
phase and grouping the false positives and lacunes using a hyperplane (SVM) in the second, another
reduction phase was added. The dataset for this new reduction phase was created by taking a smaller
area of 51𝑥51 around the candidates that resulted from the candidate detection step. These smaller
areas were divided into two groups A and B and both were used once for training and once for testing.
Each of the training examples were then stretched and attached to each other to obtain an array with a
size of the total number of training examples times 2061. After this, the principal component analysis
(PCA) is applied to the training data. PCA tries to reduce the total number of variables, in this case
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2061, to 𝑘 number of variables. The aim of the reduction is to remove the information that can lead
to misclassifications of the candidates. For the reduction, 𝑘 vectors u(1),u(2), … ,u(𝑘) ∈ ℝ𝑛 should be
found onto which the data could be projected and such that the distance from the original points to
these new vectors is minimized. With these vectors, the eigenspace can then be created onto which all
training data is projected. Several values for 𝑘 were considered for this. For testing, a testing example
is taken and projected to the same eigenspace as the training set by using the 𝑘 vectors from before.
Finally, on the eigenspace the correlations between the test example and all training examples are
calculated. The test example is labeled as lacune if the correlation with one of the training data lacunes
is higher than the correlation with one of the training data false positives. It is labeled as false positive,
if the opposite occurs. 1143 images are used to develop the method. From these 1143 images, 80
images contained a lacune with a total lacune count of 93. As a result of this addition, 96.8% of the
lacunes were detected while showing an average of 0.47 false positive per image. The best result was
achieved with using both T1­ and T2­weighted images. It is concluded that if only the features directly
around the candidate are used for the differentiation, it can improve the differentiation between lacunes
and false positives such as parts of the cerebral ventricles and cerebral sulci.

The most recent method for the segmentation of lacunes is the two­staged deep learning method of
Ghafoorian et al. [17], which uses 1075 T1­weighted images and FLAIR images. In the first stage can­
didates are detected using a 7­layer CNN architecture. For this, small sub­images, which are called
patches, are used to capture a local neighborhood around each candidate. During training each of
these patches is evaluated for whether it contains a lacune or not. In order to segment the candi­
dates, the fully connected layers are rewritten into convolution layers to obtain an output image with
a segmentation. If the network outputs a coarser segmentation of the candidate, it can be fused with
the segmentation of other candidates leading to one large segmentation. To detach the distinct can­
didates, the local maximum is taken from a 10𝑥10 window that slides over the segmentation region.
Then, based on an optimized threshold, only the local maxima with the highest values are considered
to be a candidate. The second stage was created to eliminate the false positives with a 9­layer CNN. As
location can be a discriminative factor for the differentiation between lacunes and perivascular spaces,
explicit location features are added to this second CNN. In addition to this, the network is fed with three
different sized images of a same candidate, such that the biggest sized image contains more neigh­
borhood information and as a consequence also more information about the location than the smallest
more detailed sized image. 97.4% of the lacunes were detected with this method with an average of
0.13 false positive per slice.

Al­Masni et al. [2] applied a 3D deep learning CNN method to detect lacunes in 3D patches and
distinguish them from elements that look similar to lacunes. That is, the network does not work with
entire images but expects patches that are suspected to contain a lacune. Based on these patches it
should be able to identify whether the patch contains a lacune or not. The patches are of 3 different
voxel sizes: 32𝑥32𝑥5, 48𝑥48𝑥5 and 64𝑥64𝑥5. Smaller sized patches include all lacunes and should
give more detailed information, while the bigger sized patches also contains information about the
anatomical surroundings. To meet the standard size requirements of the network, all patches are
resized to a size of 32𝑥32𝑥5 voxels. T1­weighted and FLAIR images of 288 subjects are used to
develop the method. These images included a total of 696 lacunes. The applied deep learning method
consists of two parts: a feature extraction network and a classification network. The feature extraction
network consists of 6 identical parallel paths. A path consists of a 17­layered CNN. For each suspected
lacune, there are 3 different sized patches of both the T1­weighted image and FLAIR image. These 6
images run independently parallel trough the network, after which their results are concatenated and
fed to the classification network. The second network consists of 2 layers and classifies the suspected
lacune as lacune or non­lacune. Five­fold cross­validation is used to train and test the method. This
means that the dataset is divided into 5 groups of which 4 groups are used for training the network and
1 group is used for testing. The procedure of training and testing is repeated 5 times such that every
group is used for testing once. The patch­based method is able to detect 96.41% of the lacunes with
an average of 1.32 false positives per subject.

In conclusion, the first lacune methods were developed by the group of Yokoyama and Uchiyama.
These are mainly rule­based methods, which means that rules had to be manually defined. As a con­
sequence, these methods are not fully automated. With a detection of 96.8% and with an average
of 0.30 false positives per image, the best result was obtained in [43]. Compared to the other meth­
ods of the same research group, this method applied neural networks in the false positive reduction
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step. Ghafoorian et al. [17] proved that a more automated deep learning approach can improve the
results to detecting 97.4% of the lacunes with an average of 0.13 false positives per image. Where the
previous mentioned methods all used 2­dimensional data, Al­Masni et al. [2] applied their method on
3­dimensional data. However, their approach can only be applied to patches instead of entire images.
All detection methods consist of at least two stages. This makes these methods more computationally
expensive and less fast than a method that has only one stage.

4.2. Segmentation methods
Wang et al. [49] developed the first segmentation method, which is a rule­based method that is able to
segment three different types of lesions at once. These types are lacunes, white matter hyperintensi­
ties and cortical infarcts. For this, they used scans of 272 subject of which 36 scans contained a lacune
covering a total amount of 62 lacunes. The procedure starts with delineating brain tissues based on
T1­weighted images, after which hyperintense regions are segmented using FLAIR and T1­weighted
images. These hyperintense regions are then further classified into white matter hyperintensities and
cortical infarcts using the FLAIR images. Both appear hyperintense on these images, but they can be
differentiated based on their location. Then, the lacunes are segmented based on the T1­weighted
images, T2­weighted images and FLAIR images. To detect the lacunes near white matter hyperinten­
sities, the segmented white matter hyperintensities are first dilated. After this, voxels within this dilation
can be identified as a lacune by comparing the voxel intensity with the average intensity within the white
matter hyperintensity region. For segmentation of lacunes in subcortical structures, the intensity of the
voxels is compared to the averaged intensity of the specific subcortical structure to determine whether
a voxel belongs to a lacune or not. With this method 80.6% of the lacunes were detected while having
an average of 0.06 false positive per scan. There is no accuracy score of the lacune segmentation
reported.

Another segmentation method was proposed by Sudre et al. [41], which is a 3­dimensional three­
staged deep learning method to detect and segment perivascular spaces and lacunes. The data in­
cludes 16 T1­weighted, T2­weighted and FLAIR images of 16 elderly subjects having an elevated
vascular burden. These images together contain 2442 elements. 14 images are used for training and
2 images are used for testing. The deep learning model exists of 3 independently learned CNNs: a
network for extracting features, a network for proposing regions of where the elements might be lo­
cated and a network for the final classification. For the extraction of the features, a CNN containing
20 layers is used for which patches of size 64𝑥64𝑥64 are used. The extracted features are used as
input for the region proposal network, which is a 2­layered CNN that proposes possible locations of
the elements. Boxes containing proposed regions are extracted from the patches and fed to the final
classification network. The final network is a 3­layer CNN to classify the boxes and refine the location
of the detections. The method is able to detect 72.7% of the elements. Additionally, a median overlap
between the manual segmentations and predicted segmentations of 59% is achieved on objects that
all raters agreed on, while a median overlap of 30% is obtained for objects that were less certain.

Duan et al. [12] develop a deep learning system in which four cSVD lesion types are segmented.
These cSVD types include lacunes, white matter hyperintensities, subcortical infarcts and cerebral mi­
crobleeds. The deep learning system consists of four different 8­layers U­net based architectures. That
is, for every lesion a separate architecture is applied. All of these architectures are trained indepen­
dently and output a segmentation of the specific lesion. To obtain a final output, the results of the four
architectures are eventually merged together. The deep learning system takes 2­dimensional images
as input and output, which are obtained from 3­dimensional images. 3­dimensional prediction images
are recreated by concatenating the 2­dimensional output images predicted by the method. For the
segmentation of the lacunes 854 T1­weighted images and 854 FLAIR­images from Chinese ischemic
stroke or transient ischemic attack patients are used. 30 of those 854 T1­weighted and FLAIR images
are used for testing, the remaining images are used for training the method. From the 824 images
for training, 98.3% contained a lacune. The 30 images for testing all contained a lacune. DSC and
region­wise detection F1 are used to evaluate the method. The region­wise detection F1 metric gives
an indication of the detection accuracy, where 0 means no accurate detection and 1 means a perfect
detection. The DSC gives an indication of the overlap, where 0 means no overlap and 1 means a per­
fect overlap. The method achieved a pixel­wise DSC accuracy of 0.496 and a region­wise detection
F1 accuracy of 0.783 for specifically the lacune segmentations.
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To conclude, three methods have been developed for the segmentation of lacunes. One rule­based
approach from Wang et al. [49], which is not fully automated, and two more automated deep learning
approaches from Sudre et al. [41] and Duan et al. [12]. From the three segmentation methods only
one can be applied to full 3­dimensional images. However, this method from Sudre et al. uses patches
instead of entire images and additionally contains three separate networks, which makes the method
computationally expensive and less fast. Duan et al. apply their method to entire images with a single
network. However, to obtain a prediction of a 3­dimensional image, one needs to slice the image
and feed every slice independently to the network, which means that this method is also limited in
computational cost and speed when 3­dimensional evaluation is desired.

4.3. Contribution of the current research
We have seen that both rule­based methods and deep learning methods are applied to detect and
segment lacunes. From these methods, the deep learning based approaches seem to achieve better
results with respect to the detection and average false positive rate per image. Regarding the segmen­
tation methods, only one method [41] is designed for 3­dimensional images. However, this approach
uses patches and consists of three separate networks making the process more computationally ex­
pensive and slower compared to using entire images and a single network. One method [12] consists
of a single network which needs entire images as input. But to apply this method to 3­dimensional data,
every slice needs to go through the network, which makes it more time consuming and computationally
expensive than when entire 3­dimensional images are used.

This thesis proposes a fully automated lacune segmentation method, which consists of a single
convolutional neural network that can be applied to full 3­dimensional images. This will be developed
on a dataset of 222 manually segmented images.
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Data

5.1. Rotterdam Scan Study
For the segmentation of the lacunes, brain MRI scans from the Rotterdam scan study are used. The
Rotterdam scan study (RSS) is a study with the aim to examine causes and consequences of neuro­
logical diseases among the elderly by imaging the underlying pathological changes in the brain [21].
Its participants originate from the related Rotterdam study (RS), a population­based study with the goal
of unraveling causes and consequences of chronic disease in mid­life and late­life. The group of par­
ticipants in this Rotterdam study consists of around 18,000 inhabitants of the district Ommoord in the
city of Rotterdam who are all aged 40 years and over. After every 3 to 6 years they undergo extensive
physical examinations and are interviewed [22]. A selection of the same group of participants was
approached to participate in the RSS to additionally undergo MRI­exams. More specifically, within the
group of participants of the Rotterdam study the people that gave consent, and additionally did not have
dementia, MRI contra­indications or claustrophobia were considered for the Rotterdam scan study. As
a result, by 2015 the amount of 12,147 brain MRI scans have been collected of over 5,800 different
participants of 40 years and over [21].

The MRI scans were all performed by a 1.5 Tesla scanner with an 8­channel head coil (General
Electric Healthcare). The Tesla value and the number of channels are indicators of the image quality
and the examination times. In general, the higher the Tesla and channel number, the quicker the
images can be made and the higher their quality. Scanners can have a channel number of up to 32
and can have a Tesla value of up to 7.0, but can also go beyond. The examinations were all executed
by trained radiology technicians according to a standardized protocol. Several high­resolution MRI
sequences were performed of which, for the purpose of this research, the images of the T1­weighted
sequence will be used. The slice thickness of the T1­weighted sequence is 0.8 mm and the slices
were contiguous [21]. The researchers of the RSS executed some steps to preprocess the data. To
obtain a scan with only brain tissue, the brain is extracted from the image: the cerebellum, eyes and
skull are removed. Subsequently, scans are corrected for non­uniformity in intensity. The scans have
a dimension of 512𝑥512𝑥192 voxels, where a voxel is the 3D equivalent of a pixel and has a dimension
of 0.49𝑥0.49𝑥0.8 mm. More information about the data can be found in [21].

5.2. Manual segmentations
In the Rotterdam scan study, lacunes are defined as focal lesions of ≥ 3 and < 15 mm in size with
a hypointense appearance on both the T1­weighted and FLAIR images (see figure 5.1a), and with in
some cases an additional hyperintense rim on the FLAIR sequence [21]. Around 5,000 of the 12,147
MRI scans have been examined for the presence of these lesions. If lacunes were identified, they
were manually segmented by a rater on the T1­weighted image, that is, they were provided with an
overlaying mask as is seen in figure 5.1b. As a result, we have 529 lacune segmented scans and
around 4,500 scans without annotation.
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(a) T1­weighted brain scan. (b) Annotated T1­weighted brain scan. Here, the lacune is given a red
color.

Figure 5.1: Brain MRI T1­weighted scan containing a lacune.

5.3. Data selection
From the 529 manually segmented scans that were available, 307 scans had to be removed: for 12
scans the linked participant numbers could not be found. As a consequence, it was unable to check
whether these scans had a follow­up which was linked to the same participant. Therefore it was de­
cided to remove those scans. Another 54 scans had problems with their segmentations, of which most
of them seemed shifted. When the scan and segmentation were placed on top of each other, the
segmentation was located a few voxels away from the actual lacune on the brain MRI scan. If the
manual segmentations are not at their right positions, ambiguous information is given to the network
which might prevent the network from learning the right features of a lacune. Lastly, as it was unclear
whether the manual segmentations of the scans belonging to patients that underwent more than one
MRI scan were correct, these scans are excluded as well. As a consequence, an additional amount
of 241 MRI scans were removed. So, after these 307 scans were withdrawn from the dataset, 222
lacune segmented scans remained. Only those manually segmented scans are used for developing
an automated lacune segmentation method. These scans are all T1­weighted images.

5.4. Data split
The dataset should be subdivided into a training set, a validation set and a test set. The training set is
the set of examples that will be used for training the network. During this training phase, the weights
of the network will be optimized based on only these training set examples. The examples of the
validation set are used to check whether the method is able to generalize to examples that it has not
seen during training. When the network shows good results for the training examples, but poor results
on other examples, it means that it fails to generalize and changes should be made to the network.
During the development stage, the effect of each adjustment to the network should be evaluated using
the validation set. This way, parameters of the network can be optimized without depending on the
actual test set. The test set is used to evaluate the performance of the final network, when everything
is optimized. The training set, validation set and test set contained respectively 40%, 10% and 50% of
the total 222 examples.
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While the split between the training set and validation set can be made repeatedly, the test set
should be left untouched after the split is made. Because we would like to develop a network that
is also performing well on unseen data, we would like to test this with the test set. For that reason,
the examples of the test set should not be used during the development and kept aside until the end.
Therefore, the dataset is first subdivided into two sets, where the training and validation examples are
first being taken together to form one set and the other set is the test set. From the 222 examples,
111 examples were randomly allocated to the training­ and validation set and the other 111 examples
were randomly allocated to the test set. From figure 5.2 it can be seen that the lacunes seem equally
distributed over both sets. After the first data split between the training­ and validation set and test set
is made, a second split is needed to divide the training­ and validation set into two separate sets. For
this, 89 examples are randomly allocated to the training set and 22 examples are randomly allocated
to the validation set.

(a) Distribution of lacunes within the training­ and validation set. (b) Distribution of lacunes within the test set.

Figure 5.2: Histogram per set showing the frequency of scans containing a certain amount of lacunes per scan.
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Methods

6.1. Architecture
The network architecture of Ronneberger et al. [38] as described in subsection 3.4 and shown in
figure 3.6 was adopted to use as initial architecture for the lacune segmentation method. However,
as lacunes are different from the cell structures that were segmented in [38], it also needs a different
approach. Therefore, some adjustments were made to the original architecture of Ronneberger et al.
[38]. Compared to the original network, the initial architecture for the lacune method contained no
convolution layers after the upsampling steps and less feature maps. Additionally, it is reformulated
from a 2­dimensional to a 3­dimensional network architecture to handle the 3­dimensional images.
Lastly, with every pooling operation the image is downsized by mapping parts of the output feature
maps to one summary statistic. If too many pooling layers are applied to an image containing a lacune,
which is very small, the lacune might end up being described in the deeper layers by only a few or even
one voxel. This might lead to a loss of information. Therefore, it was decided to use only two pooling
layers.

To be more precise, the network architecture of the lacune segmentation method (see figure 6.1)
consists of two paths: a contracting path (the left side of the architecture) and an expanding path (the
right side of the architecture). In the contracting path, the images are downsampled while in the ex­
panding path the images are upsampled to obtain its original size and resolution again. The contracting
path consists of two blocks, each containing two 3𝑥3𝑥3 convolutions and a max pooling operation. The
expanding path contains two blocks of two 3𝑥3𝑥3 convolutions, followed by an upsampling operation
and a skip connection, which is comparable to a copy and crop operation from the U­net described in
section 3.4 and concatenates a copy of the feature maps in the contracting path to the feature maps in
the expanding path. After the expanding path two last 3𝑥3𝑥3 convolutions and a final 1𝑥1𝑥1 convolution
are applied. Each 3𝑥3𝑥3 convolution of the network is directly followed by a ReLU activation function
and the 1𝑥1𝑥1 convolution is followed by a sigmoid end activation function. Convolutions can increase
or decrease the number of feature maps of the image, while each max pooling operation halves the
size of the image and each upsampling operation doubles the size of the image. The initial weights of
the network are randomly drawn from the standard normal distribution.

With each convolution in the contracting path of the network 16 feature maps are created in the
upper part of the network, 32 in the middle part and 64 in the lower part. However, to reduce memory,
in the expanding path of the network the images in the upper and middle part of the network consist of
only 6 and 3 feature maps, respectively. By taking a smaller number of feature maps in the expanding
path, less memory is needed for training the network. With reducing the number of feature maps, we
might lose feature information that might be useful to correctly segment the lacunes. However, it is
hypothesized that important features can already be recognized by the contracting path of the network
and, as this information is transferred with skip connections to the expanding path of the network, it is
expected that it is still possible to develop a well performing lacune segmentation method.
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Figure 6.1: Visual representation of the applied network architecture. The architecture consists of convolutions, max pooling
operations, upsampling operations and skip connections. The blue bars represent the feature maps. The number of feature
maps is reported above these bars and on the left side their size.

6.2. Loss functions
Compared to the entire brain, lacunes are very small. This means that on a brain MRI image, only a few
voxels are occupied by the lacune. As a result, with the largest size of the lesion, which has a diameter
of 15 mm, a voxel size of 0.5 mm in all directions and an image size of 512𝑥512𝑥192, the lacune:non­
lacune voxel ratio is 1:3,560. This is referred to as class imbalance and can cause a problem when
a network is trained. If there are many more samples of one class (referred to as the majority class)
than of the other class (the minority class) the learning process often gets stuck in a local minimum.
When a network needs to learn from class imbalanced data, it will over­classify the majority class, the
non­lacune voxels, because of its increased prior probability. As a consequence, the minority class,
the lacune voxels, will often be misclassified [24].

To tackle this challenge of data imbalance, two loss functions that have proven to be able to cope
with data imbalances before [33, 38], will first be applied to develop a method for automating lacune
segmentations. These loss functions are the weighted binary cross­entropy loss and the Dice loss,
where the weighted binary cross­entropy loss is an adaption of the binary cross­entropy loss. In order
to see if the model can be optimized even more, two other loss functions, which are adaptations of the
Dice loss, will be tested as well. More details about these loss functions follow below.

6.2.1. Binary cross­entropy loss
As described in 3.2.1, an often used loss function for a binary classification task, is the binary cross­
entropy (BCE) loss. Therefore, since the lacune segmentation problem is a binary classification task,
the first experiments are executed using the binary cross­entropy loss. Let us assume that we have a
set of𝑚 3­dimensional images {𝑋(𝑖)}𝑚𝑖=1 ∈ ℝ𝑈×𝑉×𝑊 with manual segmentation output images {𝑌(𝑖)}𝑚𝑖=1 ∈
ℝ𝑈×𝑉×𝑊 and the predicted output images from the network {𝑃̂(𝑖)}𝑚𝑖=1 ∈ ℝ𝑈×𝑉×𝑊. Additionally, suppose
that the manually segmented images are binary, where a voxel value of 1 corresponds to a lacune
and a voxel value of 0 corresponds to the background, and the predicted images have voxel values
between 0 and 1, where a higher value indicates a higher probability of the voxel being a lacune. Then,
with 𝑦(𝑖)𝑘 and 𝑝(𝑖)𝑘 being the 𝑘𝑡ℎ voxel values of the segmented image 𝑌(𝑖) and predicted image 𝑃(𝑖), the
binary cross­entropy loss is computed by
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BCE loss = 1
𝑚

𝑚

∑
𝑖=1
(−1𝑛

𝑛

∑
𝑘=1

(𝑦(𝑖)𝑘 log (𝑝̂(𝑖)𝑘 ) + (1 − 𝑦
(𝑖)
𝑘 ) log (1 − 𝑝̂(𝑖)𝑘 ) )) , (6.1)

where the first sum runs over the total number of images 𝑚 in the set and the second sum runs over
the total number of voxels 𝑛 in an image. Due to the sigmoid (equation 3.4) applied at the end of the
network architecture, the prediction voxel values range between 0 < 𝑝(𝑖)𝑘 < 1.

From the notation of this loss we can see that within the second sum, the loss for a lacune voxel
(𝑦(𝑖)𝑘 = 1) is determined by the first term of the sum, while the loss for a background voxel (𝑦(𝑖)𝑘 = 0)
is determined by the second term of the sum. The loss for a lacune voxel (𝑦(𝑖)𝑘 = 1) will be high when
the corresponding voxel from the prediction approaches 0, which is the case when the model predicts
background for that voxel. The loss for a lacune voxel (𝑦(𝑖)𝑘 = 1) will approach 0 if the prediction ap­
proaches 1, i.e. a lacune is predicted. The opposite is true for the background voxels (𝑦(𝑖)𝑘 = 0). By
the definition of the binary cross­entropy loss, the majority class can dominate the outcome of the loss
when the majority class is much bigger than the minority class. This is the case for the current lacune
segmentation task, as there are many more background voxels than lacune voxels in the images of the
dataset. Therefore, when training with this loss, the model is likely to get stuck in a local minimum and
overly­classify the background.

6.2.2. Weighted binary cross­entropy loss
The first loss function that is used to tackle the class imbalance problem, is the weighted binary cross­
entropy (WBCE) loss. The weighted binary cross­entropy loss is in fact the binary cross­entropy loss
as given by equation 6.1 where a weight 𝛼 can be applied, as is done by Ronneberger et al. [38], to
every voxel of the minority class. If classes are extremely imbalanced, the contribution of the majority
class to the binary cross­entropy loss is enormous. As a consequence of this, to reduce the loss, the
method primarily focuses on correctly predicting the samples of the majority class, while neglecting
the minority class samples. By giving the minority class a higher weight, more importance is given to
correctly predict the samples of the minority class as well. With 𝑦(𝑖)𝑘 and 𝑝̂(𝑖)𝑘 being the 𝑘𝑡ℎ voxel values
of the manually segmented image 𝑌(𝑖) and the predicted image 𝑃̂(𝑖) and with 𝛼 being the weight applied
to the minority class, the weighted binary cross­entropy loss is given by,

WBCE loss = 1
𝑚

𝑚

∑
𝑖=1
(−1𝑛

𝑛

∑
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(𝑎𝑦(𝑖)𝑘 log (𝑝̂(𝑖)𝑘 ) + (1 − 𝑦
(𝑖)
𝑘 ) log (1 − 𝑝̂(𝑖)𝑘 ) )) , (6.2)

where once more the first sum runs over the total number of images 𝑚 in the set and the second sum
runs over the total number of voxels 𝑛 in an image.

Several definitions have been given to the weight 𝛼 before [33, 38]. However, to cope with the
lacune data imbalance, in this report a different definition is used for the weight 𝛼. Preliminary experi­
ments showed poor performance when only the minority class is given a weight. To overcome the data
imbalance, a very high value of the weight 𝛼 is needed, resulting in an enormous loss value. As opti­
mizers might be tuned for a certain range in loss values and the loss values obtained by the preliminary
experiments achieved much higher values, weighing only the minority class might have complicated
the optimization process. Therefore, to prevent the loss value from becoming too high, an additional
weight 𝛽 is applied to the majority class to reduce the importance of the background class from the
other side. As the goal was to balance the contribution of the lacune pixels and the background pixels
to the loss, the weights 𝛼 and 𝛽 were chosen to be 𝑛

2𝑞 and
𝑛
2𝑟 . Here, 𝑛 = 𝑞 + 𝑟 is the total voxel num­

ber of an image, 𝑞 = ∑𝑛𝑘=1 𝑦𝑘 is the number of lacune voxels in the manually segmented image and
𝑟 = ∑𝑛𝑘=1(1 − 𝑦𝑘) is the number of background voxels in the segmented image. With these definitions
for the weights, the final weighted binary cross­entropy loss is defined as follows
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1
𝑟 (1 − 𝑦

(𝑖)
𝑘 ) log (1 − 𝑝̂(𝑖)𝑘 ) ))

= 1
𝑚

𝑚

∑
𝑖=1
(−12(

1
𝑞

𝑞

∑
𝑠=1

log (𝑝̂(𝑖)𝑠 ) +
1
𝑟

𝑟

∑
𝑡=1

log (1 − 𝑝̂(𝑖)𝑡 ) )) ,

(6.3)

From this notation we can see that the loss per image is calculated by averaging over the mean of
the lacune voxel losses and the mean of the background voxel losses. As a consequence, the lacune
voxels and background voxels are valued as equally important to the loss. Therefore, when training
with this loss, the model is expected to perform better at predicting lacune voxels.

6.2.3. Dice loss
The second loss that is expected to handle the data imbalance is the Dice loss, as this loss has proven
to cope well with data imbalances in other applications [33]. The Dice loss is derived from the Dice
similarity coefficient (DSC), which measures the similarity between two sets 𝐴 and 𝐵 and can be written
as

DSC = 2|𝐴 ∩ 𝐵|
|𝐴| + |𝐵| ,

where |𝐴| is the cardinality of set 𝐴 and |𝐵| is the cardinality of set 𝐵. Its value ranges between 0
and 1, where 0 means that there is no similarity between the sets while 1 means that the sets are
completely equal to each other. Milletari et al. [33] was the first to use this Dice similarity coefficient
as a loss function for binary images. Suppose we have a set of 𝑚 3­dimensional images {𝑋(𝑖)}𝑚𝑖=1 ∈
ℝ𝑈×𝑉×𝑊 withmanually segmented images {𝑌(𝑖)}𝑚𝑖=1 ∈ ℝ𝑈×𝑉×𝑊 and their predictions {𝑃̂(𝑖)}𝑚𝑖=1 ∈ ℝ𝑈×𝑉×𝑊.
Furthermore, suppose that the manually segmented images are binary, where a lacune is given by 1
and background is given by 0, and the predicted images have continuous values between 0 and 1,
where a high value indicates a high probability of the voxel being a lacune. Then, with 𝑦(𝑖)𝑘 and 𝑝(𝑖)𝑘
being the 𝑘𝑡ℎ voxel values of the manually segmented image 𝑌(𝑖) and predicted image 𝑃(𝑖), the Dice
loss reads as

Dice loss = 1
𝑚

𝑚

∑
𝑖=1
(1 − 2|𝑌(𝑖) ∩ 𝑃(𝑖)|

|𝑌(𝑖)| + |𝑃(𝑖)| + 𝜖) =
1
𝑚

𝑚

∑
𝑖=1
(1 − 2∑𝑛𝑘=1 𝑦

(𝑖)
𝑘 𝑝̂(𝑖)𝑘

∑𝑛𝑘=1 𝑦
(𝑖)
𝑘 + ∑𝑛𝑘=1 𝑝̂

(𝑖)
𝑘 + 𝜖

) , (6.4)

where 𝜖 is a small number, the first sum runs over all images 𝑚 in the set and the sums in the fraction
run over all 𝑛 voxels in each image. Furthermore, as losses are expected to go down with increased
performance, the Dice value is subtracted from 1.

The Dice loss mainly focuses on the similarity of the foreground voxels between the manually seg­
mented image and the predicted image. Unless the background voxels are predicted incorrectly, the
Dice loss completely ignores the background voxels. This makes the background voxels less important
to optimize. Although it is still important that the background voxels are predicted correctly as well, the
loss benefits more from predicting a foreground voxel right than from predicting a background voxel
right. Thus, with using the Dice loss, more emphasis is placed on the foreground and therefore it is hy­
pothesized that it is able to cope with the imbalanced images and therewith can help to find the lacunes.
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6.2.4. Dice­ReLU loss
Although the formulation of the Dice loss limits the influence of the background voxels, if the background
voxels are not predicted exactly as zero they can still dominate the outcome of the loss if the data
imbalance is extreme. Even if all background voxels have a small value, adding up millions of small
background values can still result in a large number. As a consequence, the denominator of the Dice
loss (equation 6.4) becomes small and the loss becomes large. Optimizing the model to predict lower
values for the background voxels, getting closer and closer to 0, might thus be more rewarding than
predicting the lacune voxels correctly. To prevent the method from optimizing these background voxel
values, values below 0.1 are clipped by using a shifted ReLU activation function where a shift of 0.1 is
applied to every prediction voxel value 𝑝(𝑖)𝑘 , such that

𝑓 (𝑝(𝑖)𝑘 ) =max (0.1, 𝑝(𝑖)𝑘 ) .
As a consequence, all prediction voxel values with a value that is smaller than 0.1 will be set to 0.1
when calculating the loss. With 𝑦(𝑖)𝑘 and 𝑝̂(𝑖)𝑘 being the 𝑘𝑡ℎ voxel values of the 𝑖𝑡ℎ manually segmented
image 𝑌(𝑖) and the 𝑖𝑡ℎ prediction image 𝑃̂(𝑖), we get the following definition of the Dice­ReLU loss,

Dice­ReLU loss = 1
𝑚

𝑚

∑
𝑖=1
(1 −

2∑𝑛𝑘=1 𝑦
(𝑖)
𝑘 max (0.1, 𝑝̂(𝑖)𝑘 )

∑𝑛𝑘=1 𝑦
(𝑖)
𝑘 + ∑𝑛𝑘=1max (0.1, 𝑝̂(𝑖)𝑘 ) + 𝜖

) , (6.5)

where 𝜖 is a small number, the first sum again runs over the 𝑚 images in the set and the sums from
the fraction run over the voxel values from an image.

With this formulation, putting the background values to 0.1 will give the same value for the loss as
when the background values are actually 0.1. As the optimizer tries to minimize the loss, it will most
likely not choose to go into the direction in which the background voxels are pushed below 0.1 as this
step will not minimize the loss. Instead, to minimize the loss it is expected that the method will focus
more on reducing the false positives and finding and maintaining the true positives.

6.2.5. Constrained Dice­ReLU loss
The final loss is the constrained Dice­ReLU (CDR) loss. The CDR loss aims at reducing the false
positives, while obtaining and maintaining the true positives by using constraints, as using constraints
in loss functions has shown great promise in various applications [6, 26]. Two constraints are added
to the Dice­ReLU loss from equation 6.5: a constraint 𝐶𝐵(𝑉𝐵 , 𝑉𝑇) to the volume of the prediction voxels
that according to the manually segmented image should be predicted as background and a constraint
𝐶𝐿(𝑉𝐿 , 𝑉𝑇) to the volume of the prediction voxels that according to the manually segmented image should
be predicted as lacune.

Let us assume that a set contains 𝑚 3­dimensional images {𝑋(𝑖)}𝑚𝑖=1 ∈ ℝ𝑈×𝑉×𝑊 with manually seg­
mented images {𝑌(𝑖)}𝑚𝑖=1 ∈ ℝ𝑈×𝑉×𝑊 and predicted images {𝑃̂(𝑖)}𝑚𝑖=1 ∈ ℝ𝑈×𝑉×𝑊. Additionally, assume
that the segmented images are binary, where a value of 1 represents a lacune and a value of 0 rep­
resents the background, and that the predicted images contain values between 0 and 1, where these
values indicate the probability of the voxel being a lacune. Then, with 𝑦(𝑖)𝑘 and 𝑝̂(𝑖)𝑘 being the 𝑘𝑡ℎ voxel
values of the manually segmented image 𝑌(𝑖) and the predicted image 𝑃̂(𝑖) and with 𝜇 being a param­
eter defining the contribution of the constraint to the loss, this results in the following definition for the
constrained Dice­ReLU loss

CDR loss = 1
𝑚

𝑚

∑
𝑖=1
((1 −

2∑𝑛𝑘=1 𝑦
(𝑖)
𝑘 max (0.1, 𝑝̂(𝑖)𝑘 )

∑𝑛𝑘=1 𝑦
(𝑖)
𝑘 + ∑𝑛𝑘=1max (0.1, 𝑝̂(𝑖)𝑘 ) + 𝜖

) + 𝜇(𝐶(𝑖)𝐵 (𝑉(𝑖)𝐵 , 𝑉(𝑖)𝑇 ) + 𝐶(𝑖)𝐿 (𝑉(𝑖)𝐿 , 𝑉(𝑖)𝑇 ) )) ,

(6.6)
where 𝜖 is a small number, 𝑉(𝑖)𝐵 = ∑𝑛𝑘=1 (1 − 𝑦

(𝑖)
𝑘 ) 𝑝(𝑖)𝑘 is the volume of the background prediction voxels,

𝑉(𝑖)𝐿 = ∑𝑛𝑘=1 𝑦
(𝑖)
𝑘 𝑝(𝑖)𝑘 is the volume of the lacune prediction voxels and 𝑉(𝑖)𝑇 = ∑𝑛𝑘=1 𝑦

(𝑖)
𝑘 is the volume of

the manually segmented lacune voxels. Furthermore, the first sum runs over the total 𝑚 images of a
set, while the sums in the fraction run over the total number of voxels in an image.

The first constraint, 𝐶(𝑖)𝐵 (𝑉(𝑖)𝐵 , 𝑉(𝑖)𝑇 ), is applied to the voxels of the predicted image that correspond to
the background voxels of the manually segmented image to reduce the amount of false positives. Every
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voxel that has a value bigger than zero, which according to the corresponding voxel in the manually
segmented image should be a background voxel and thus should have a value of 0, is considered to
be a false positive. In the ideal situation, we would like to have zero false positives, which means that
the voxels that according to the manually segmented image should be predicted as background all
have a value of 0, leading to a background volume of 0 as well. In order to approach this situation,
we constrain the background prediction volume, 𝑉(𝑖)𝐵 , to be smaller than a portion of the volume of
the manually segmented lacune voxels, 𝑉(𝑖)𝑇 . With 𝐹𝑃𝑚𝑎𝑥 being the maximum possible false positive
volume, the constraint reads as follows:

𝐶(𝑖)𝐵 (𝑉(𝑖)𝐵 , 𝑉(𝑖)𝑇 ) = {
(𝑉(𝑖)𝐵 −0.25𝑉(𝑖)𝑇 )

2

(𝐹𝑃𝑚𝑎𝑥−0.25𝑉(𝑖)𝑇 )
2 if 𝑉(𝑖)𝐵 > 0.25𝑉(𝑖)𝑇 ,

0 otherwise
.

By normalizing with 𝐹𝑃𝑚𝑎𝑥 the constraint value lies approximately between 0 and 1.
The second constraint, 𝐶(𝑖)𝐿 (𝑉(𝑖)𝐿 , 𝑉(𝑖)𝑇 ), is applied to the voxels of the predicted image that corre­

spond to the lacune voxels in the manually segmented image to obtain and maintain the true positives.
For a well­performing method, we would like to have that all lacunes are segmented correctly. This
means that the values of all prediction voxels that correspond to lacune voxels of the manually seg­
mented image should be equal to the values of all manually segmented lacune voxels and thus that
their volumes should also be equal to each other. Therefore, the prediction volume of the lacune voxels,
𝑉(𝑖)𝐿 , is constrained by the volume of the manually segmented lacune voxels, 𝑉(𝑖)𝑇 , such that

𝐶(𝑖)𝐿 (𝑉(𝑖)𝐿 , 𝑉(𝑖)𝑇 ) = {
(𝑉(𝑖)𝐿 −0.75𝑉(𝑖)𝑇 )

2

(0.75𝑉(𝑖)𝑇 )
2 if 𝑉(𝑖)𝐿 < 0.75𝑉(𝑖)𝑇 ,

0 otherwise
.

As a result of this notation, the values of the constraint range approximately from 0 to 1.
Both constraints give some freedom to the method to make some errors by not expecting the back­

ground prediction value to be exactly 1 and not expecting the lacune prediction value to be exactly the
same as the manual segmentation volume. As a result, more freedom is given to learn new features.

With the notation of the constrained Dice­ReLU loss, the method will be punished by the background
volume constraint with an increasing loss when the background prediction volume becomes too large.
Additionally, the constraint on the prediction lacune volume punishes the method by increasing the loss
when the lacune prediction volume becomes too small. Therefore, as the optimizer tries to find the
minimum loss, it is expected that the background constraint will reduce the number of false positives
and the lacune constraint helps with obtaining and maintaining the true positives.

6.3. Preprocessing
All images are cropped around the brain to limit GPU memory usage. To obtain one crop size that
contains the entire brain of all images, the minimum length, width and height that is needed to contain
the entire brain is determined for every 3­dimensional training image. Then, for each dimension the
maximum value of all the determined minima is chosen to be the size for the corresponding dimension
of the crop. As a result of this, the cropped scans have a size of 304𝑥384𝑥188 voxels.

To make the optimization process more efficient, all images of the dataset are standardized. With
𝑥𝑖 being the 𝑖𝑡ℎ voxel value of the image and 𝜇 and 𝜎 being the mean and standard deviation of all
voxel values of the image, the following change of scale is performed for the standardization

𝑧 = 𝑥𝑖 − 𝜇
𝜎 .

6.4. Network Training
Adam [27] and AdaDelta [58] are used as optimizer for the optimization of the learning process. Both
optimizers are a variant of the stochastic gradient descent (SGD) optimizer, which is explained in more
detail in subsection 3.2.2. Compared to SGD, which uses a fixed learning rate, Adam and AdaDelta use
an adaptive learning rate. This means that SGD updates by applying the same fixed learning rate to
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every mini­batch and consequently also to every parameter in the network, while Adam and AdaDelta
calculate a specific learning rate for each network parameter. As a result, the learning process becomes
more efficient. Adam and AdaDelta use a slightly different technique to obtain an adaptive learning
rate. More details on how this is achieved can be found in [27] for Adam and in [58] for AdaDelta.
To limit memory usage, the mini­batch size consists of only one image. This means that the network
parameters will be updated after every image that is passed through the network.

An experiment was terminated when the validation loss of the experiment obtained its minimum
and the validation loss did not show further improvement in at least 100 epochs after this minimum was
obtained. During the training process of an experiment, weights are updated every epoch. This means
that every epoch a new model is created. From all those models, the model at the epoch where the
minimum validation loss is obtained is chosen to be the best model.

To provide the network with more variation in images during training, the training images are shifted,
rotated and randomly vertically flipped in each epoch. Every image is randomly shifted in each dimen­
sion with a maximum shift of 20% of the corresponding dimension length. Random rotation is applied
to every dimension of the image with a maximum of 30 degrees.

The method is developed in Python, using Keras, a neural network library, in combination with
TensorFlow, an open­source library for machine learning tasks. The experiments are run on a GPU
cluster with NVIDIA Quadro P6000 GPU’s (24 GB GPU memory) and NVIDIA GeForce RTX 2080 Ti
GPU’s (12 GB GPU memory). The weighted binary cross­entropy loss experiments are run on the
NVIDIA Quadro P6000 GPU’s as these experiments need more than 12 GB of GPU memory. All other
experiments are able to run on the NVIDIA GeForce RTX 2080 TI GPU’s.

6.5. Evaluation methods
This section describes how the results are evaluated. For the evaluation the terms true positive, false
negative and false positive are used. A true positive (TP) is a positive predicted outcome that is indeed
positive, a false negative (FN) is a negative predicted outcome that should have been positive and a
false positive (FP) is a positive predicted outcome that should have been negative.

6.5.1. Thresholding
In order to properly compare the binary manually segmented images with the continuous prediction
images, the prediction images need be binarized as well. Therefore, the values of the predicted images
are thresholded. With 𝛾 being a threshold and 𝑦𝑘 a prediction value of voxel 𝑘, the predictions are
thresholded as follows

𝑦𝑘 = {
0, for 𝑦𝑘 ≤ 𝛾
1, for 𝑦𝑘 > 𝛾

.

Every threshold will give another result. To investigate which threshold leads to desired results, multiple
thresholds are applied. Each method is thresholded from 0 to 1 with steps of 5 × 10−3. The methods
with the WBCE loss, Dice­ReLU loss and the CDR loss are additionally thresholded from 0.995 to 1
with steps of 2 × 10−5 and from 0.99998 to 1 with steps of 1 × 10−7, while the method with the Dice
loss is additionally thresholded from 0 to 0.005 with steps of 2×10−5 and from 0 to 0.00002 with steps
of 1 × 10−7.

6.5.2. Definition of a true positive element
A prediction element is defined as a true positive if it has at least one voxel overlap with the corre­
sponding manually segmented lacune. To prevent trivial solutions from being a true positive (e.g. the
entire image is predicted as lacune), the volume of the prediction element should be smaller than the
volume obtained with three times the diameter of the corresponding manually segmented lacune. If
two or more prediction elements have overlap with the corresponding manually segmented lacune, the
prediction element with the smallest distance from its center of mass to the center of mass of the man­
ually segmented lacune is considered to be the true positive. The other prediction element is seen as
a false positive. If one prediction element is considered to be a true positive for two or more manually
segmented lacunes, the prediction element is a true positive for only the lacune that has the smallest
distance from its center of mass to the center of mass of the prediction element. The other manually
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segmented lacunes are considered to be false negatives. Here, by the previous explanation of differen­
tiating between two predicted elements that have overlap with the same manually segmented lacune,
it is assumed that the other manually segmented lacunes can not have an overlap with other prediction
elements and therefore are seen as false negatives.

6.5.3. Metrics
This subsection describes the metrics (measures to quantify performance) that are used for the evalu­
ation of the results. The succeeding subsections give a more detailed explanation of how the metrics
are used.

Sensitivity
The sensitivity can be used to assess how well the method performs in detecting the lacunes by mea­
suring the proportion of the true positives. It is given by

sensitivity = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁 .

Dice similarity coefficient (DSC)
From section 6.2.3, we saw that the Dice similarity coefficient (DSC) measures the similarity between
two sets (equation 6.4). We can use this score to assess the performance on overlap between a
manually segmented image and a prediction image. With 𝑦𝑘 being the 𝑘𝑡ℎ voxel value of the manually
segmented image Y and 𝑝̂𝑘 the 𝑘𝑡ℎ voxel value of the predicted image P, the DSC reads as

DSC = 2∑𝑛𝑘=1 𝑦𝑘𝑝̂𝑘
∑𝑛𝑘=1 𝑦𝑘 + ∑

𝑛
𝑘=1 𝑝̂𝑘 + 𝜖

,

where 𝜖 is a small number and the sum runs over all voxels in an image. Values range between 0 and
1, where 0 indicates no overlap and 1 indicates a perfect overlap.

Relative volume difference
The relative volume difference measures the factor by which the segmentation volume of the predicted
image differs from the segmentation volume of the manually segmented image. It is calculated as
follows

Relative volume difference = |∑𝑛𝑘=1 𝑦𝑘 − ∑
𝑛
𝑘=1 𝑝̂𝑘|

∑𝑛𝑘=1 𝑦𝑘 + 𝜖
,

where 𝜖 is a small number and the sum runs over all voxels in an image. A value between 0 and
1 can both indicate undersegmentation and oversegmentation, while a value larger than 1 indicates
oversegmentation.

Absolute volume difference
To quantify the exact total number of voxels of which the predicted segmentation differs from themanual
segmentation, we also calculate the absolute volume difference:

Absolute volume difference = |
𝑛

∑
𝑘=1

𝑦𝑘 −
𝑛

∑
𝑘=1

𝑝̂𝑘| ,

where 𝜖 is a small number and the sum runs over all voxels in an image.

6.5.4. Detection performance
To assess the detection performance of a method, free­response receiver operating characteristic
(FROC) curves are plotted. For every threshold, the average number of false positives per image
is plotted against the average sensitivity. Both the number of false positives and the sensitivity are cal­
culated element­wise, where the definition of a true positive element is given in subsection 6.5.2. The
false positives and the sensitivity are calculated over the total number of images in the test set. With
this curve we can see how a certain value for the average sensitivity can be obtained with a certain
average number of false positives per image.
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6.5.5. Segmentation performance
The segmentation performance ismeasured voxel­wise in twoways. To obtain the overall segmentation
performance, metrics are applied to the entire image. The segmentation performance of a TP­element
is assessed by applying the metrics to only the voxels of that TP­element.

Overall segmentation performance
To measure the overall segmentation performance, metrics are applied voxel­wise to the entire image.
These metrics include the DSC, the relative volume difference and the absolute volume difference.
They are averaged over the total images in the test set.

TP­element­wise segmentation performance
To assess how well the method performs on segmenting specifically the TPs, only the prediction voxels
of the TP element will be evaluated. For this, the DSC, the relative volume difference and the absolute
volume difference are calculated and averaged over the total number of TP elements in the test set.

6.5.6. Consistency performance
By means of a random number generator, the initial weights of the network are randomly drawn from
the standard normal distribution. The random number generator needs a seed for this: a number to
start with. To assess if the method can obtain comparable results with different seeds, all experiments
are executed three times with for each time a different seed. This way the consistency performance of
a method is evaluated.





7
Experiments

This chapter describes the executed experiments. First, a section follows with the description of the
preliminary experiments. These are used to get an indication of which methods might perform well and,
therefore, are executed based on only a small part of the dataset. The section will be concluded with
the findings from these exploratory experiments.

The main experiments are explained in the next section. These experiments are executed based
on the entire dataset. The results of the main experiments follow in chapter 8.

7.1. Preliminary experiments
The goal of the first experiments is to explore which loss function might have potential to lead to a well
performing lacune segmentationmethod. For this, the binary cross­entropy loss, weighted binary cross­
entropy loss and the Dice loss are tested on only a selection of the dataset: 10 scans of the training
dataset and 1 scan of the validation set. Compared to the network shown in figure 6.1 the network
architecture used for the preliminary experiments is symmetric and contains more feature maps. That
is, the architecture globally resembles the architecture explained in section 6.1, but differs in the number
of feature maps having 16 features in the upper layer, 24 features in the middle layer and 48 features in
the lower layer. To compensate for the extra GPU memory that a more elaborated network requires, a
tighter crop is needed. Therefore, the images are cropped to a size of 212𝑥232𝑥136 voxels. Although
these tighter crops do not capture the entire brain, they still contain all lacunes of the examples in the
small dataset. Both Adam and AdaDelta are applied for the optimization of the experiments. Several
learning rates are tested to see which learning rate should be applied to obtain the best performance. As
the losses have different ranges (the Dice loss ranges between 0 and 1, while the binary cross­entropy
loss and the weighted binary cross­entropy loss can obtain values beyond 1), they might benefit from
a different learning rate value. Therefore, the learning rates are varied for every loss. The findings of
the preliminary experiments are described below.

Binary cross­entropy loss
Figure 7.1 shows the evolution of the losses during training of an experiment trained with the binary
cross­entropy loss and AdaDelta optimizer with learning rate 1. The figure of this example displays
how a loss evolves during optimization. In the ideal case both losses approach zero with an increasing
number of epochs indicating that the model, having learned the right features, is able to resemble the
manually segmented image perfectly. Both the train loss and the validation loss of this example show a
sharp decrease during the first few epochs. In the remaining epochs, the losses keep decreasing, but
at a much lower pace. The lowest value of the validation loss is obtained after 210 epochs. Figure 7.2
shows image slices of the predictions at this epoch. Figures 7.2a and 7.2c are the manually segmented
images of a train and a validation example respectively. Figures 7.2b and 7.2d are their thresholded
predictions. For the plotted images a threshold of 0.1 was used. However, despite of this low threshold,
the prediction images do not display any foreground and thus also no lacunes. This means that the
prediction values are very close to zero in these particular slices. Inspecting the values of the entire
images, it appears that all prediction values have a value near zero. This applies to all examples in the
dataset.

39
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(a) Train loss. (b) Validation loss.

Figure 7.1: Evolution of the train and validation loss over the number of epochs. The results are obtained with the binary
cross­entropy loss and AdaDelta optimizer with learning rate 1.

(a) Manually segmented train im­
age.

(b) Predicted train image. (c) Manually segmented validation
image.

(d) Predicted validation image.

Figure 7.2: Plots of a train example slice and a validation example slice, where (a) and (c) are the manually segmented image
slices and (b) and (d) are the predicted image slices. A threshold of 0.1 is used for the prediction plots. The results are obtained
with the binary cross­entropy loss and AdaDelta optimizer with learning rate 1.

Similar results are obtained for the AdaDelta optimizer with learning rates 1×10−1, 1×10−2, 1×10−3,
1 × 10−4, 1 × 10−5, 1 × 10−6 and the Adam optimizer with learning rates 1 × 10−2, 1 × 10−3, 1 × 10−4,
1 × 10−5, 1 × 10−6. Based on these results it seems that experiments with the binary cross­entropy
loss get stuck in a local minimum. With all prediction values being close to zero, the background is
over­classified which might be the result of its increased prior probability. Therefore it looks like the
binary cross­entropy loss suffers from the data imbalance and is not able to learn correct features for
recognizing lacunes.

Weighted binary cross­entropy loss
Figure 7.3 shows the losses of the experiment with the weighted binary cross­entropy loss and AdaDelta
optimizer with learning rate 1×10−2. We can see that both the train and validation losses are decreasing
during the first epochs. However, while the train loss keeps decreasing, the validation loss goes up very
fast after these first few epochs. The validation loss obtains its minimum at epoch 147. At this point
the method seems to be able to roughly segment the lacunes of both train (figure 7.4b) and validation
images (figure 7.4e). However, we can see that other structures are segmented by the method as well.
An explanation for this behaviour might be that the model has not learned enough features yet that
specifically apply to lacunes, but rather that it has learned more general features that apply to both
lacunes and other similar looking structures. More specific lacune features might be obtained by giving
the method more time to learn from the data.

When we look at the results at epoch 8000 (figures 7.4c and 7.4f), we find that the method is able
to recognize the lacune of the train example without segmenting other structures, but that it fails to
recognize the lacune of the validation example. At epoch 8000 the method seems to perform better in
predicting the lacunes and removing the false positives on the train images than at epoch 147. This is
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(a) Train loss. (b) Validation loss.

Figure 7.3: Evolution of the train and validation loss over the number of epochs. The results are obtained with the weighted
binary cross­entropy loss and AdaDelta optimizer with learning rate 1 × 10−2.

(a) Manually segmented train image. (b) Predicted train image.
Epoch=147. Threshold=0.9.

(c) Predicted train image.
Epoch=8000. Threshold=0.9.

(d) Manually segmented validation image. (e) Predicted validation image.
Epoch=147. Threshold=0.9.

(f) Predicted validation image.
Epoch=8000. Threshold=0.9.

Figure 7.4: Plots of a train example slice and a validation example slice. The first column contains the manually segmented image
slices, the second column contains the predicted image slices at epoch 147 with threshold 0.9 and the last column contains the
predicted image slices at epoch 8000 with threshold 0.9. The results are obtained with the weighted binary cross­entropy loss
and AdaDelta optimizer with learning rate 1 × 10−2.



42 7. Experiments

in line with the pattern of the train loss in figure 7.3a, as the loss keeps decreasing after epoch 147.
However, for the validation example the method seems to perform worse with increasing epochs as the
lacune that was segmented in epoch 147 is not present anymore in epoch 8000. This corresponds to
the behaviour of the validation loss in figure 7.3b, which is increasing after epoch 147. An explanation
for the difference in performance on the train and validation data, might be that the features have
become too specific for the lacunes in the train examples. That is, it might have learned features that
apply specifically to the lacunes in the train set and because lacunes in the validation set might look
slightly different, the method fails to recognize the lacunes of the validation example. This is also known
as overfitting and can occur when a small dataset is used. It can be prevented by providing the method
with more variability in lacunes and their surroundings, such that the method can learn features that are
more generalizable to the validation examples as well. This can be achieved by taking more examples
and thus by taking a larger dataset.

As these are explorative experiments, we cannot draw hard conclusions from them. However, the
weighted binary cross­entropy loss looks promising in tackling the data imbalance and in segmenting
the lacunes. A larger dataset is needed to prevent the method from overfitting.

Dice loss
In figure 7.5 we find the evolution of the losses for the experiment that is executed with the Dice loss and
Adam optimizer with learning rate 1×10−3. Neither of these losses show a gradual decreasing pattern,
which might indicate that the method has trouble with learning. The validation loss obtains its minimum
at epoch 4. After 4 epochs the train loss in figure 7.5 seems not to obtain lower values than 1. However,
when inspecting these values more closely, they appear to decrease with very tiny steps, which makes
it barely visible on the plot. Figures 7.6b and 7.6e show that at this epoch the method is able to roughly
segment the lacunes, but the segmentation does not have the correct size and shape of the manually
segmented annotation yet. Furthermore, additional regions and structures are falsely segmented as
well. After the fourth epoch the validation loss increases rapidly (figure 7.5b) and remains at a high
value for the rest of the experiment. The train loss displays some drops, but always returns to a high
loss value too (figure 7.5a). Figures 7.6c and 7.6f show the results of the method at epoch 200 where
both losses have these high values. We can see that at this epoch the prediction image slices do not
display any foreground at a threshold of 0.1. This means that the prediction values of these image
slices are close to zero. In fact, the prediction values of all images of the dataset appear to be near
zero.

Comparable results are obtained for the Adam optimizer with learning rates 1 × 10−2, 1 × 10−4,
1 × 10−5, 1 × 10−6, 1 × 10−7 and for the AdaDelta optimizer with learning rates 1, 1 × 10−1, 1 × 10−2,
1 × 10−3, 1 × 10−4, 1 × 10−5, 1 × 10−6, 1 × 10−7. Based on figures 7.6b and 7.6e it seems that only a
few lacune features have been learned at epoch 4 as the segmentation is not very accurate yet. One
might expect the method to perform better on segmenting lacunes with increasing epochs, as with a
greater amount of epochs the method has more time to learn more specific and advanced features.
However, with increasing epochs the method seems to fail in further improving the segmentation of the
lacunes as the loss does not decrease further and the figures 7.6c and 7.6f at a later epoch show no
lacune at all.

Looking at the results, it seems like the method has trouble finding the right lacune features that are
needed to accurately segment the lacunes. It is unsure why the method is not able to learn properly,
but an explanation might be that it is suffering from the data imbalance. As the Dice loss mainly focuses
on the similarity of the foreground voxels between the manually segmented image and the predicted
image, it was expected that it is able to handle the data imbalance. However, since there are many
more background voxels than foreground voxels, the method might have a problem with finding those
foreground voxels. As a consequence of this, as long as it can not find those foreground voxels, the
Dice loss stays at a maximum value of 1 and the method updates its parameters randomly and thus is
not able to learn any features yet. However, this does not explain the drops in loss after which it returns
back to 1. The cause of this behaviour should be further investigated.

From these Dice loss preliminary experiments, we saw that the method has trouble with learning on
a small dataset. Although it appears to learn some lacune features, it seems to fail to improve these
features. However, when a larger dataset is used, which means more information about the lacunes is
provided, the method might perform better on learning the lacune features.
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(a) Train loss. (b) Validation loss.

Figure 7.5: Evolution of the train and validation loss over the number of epochs. The results are obtained with the Dice loss and
Adam optimizer with learning rate 1 × 10−3.

(a) Manually segmented train image. (b) Predicted train image.
Epoch=4. Threshold=0.7.

(c) Predicted train image.
Epoch=200. Threshold=0.1.

(d) Manually segmented validation image. (e) Predicted validation image.
Epoch=4. Threshold=0.7.

(f) Predicted validation image.
Epoch=200. Threshold=0.1.

Figure 7.6: Plots of a train example slice and a validation example slice. The first column contains the manually segmented
image slices, the second column contains the predicted image slices at epoch 4 with threshold 0.7 and the last column contains
the predicted image slices at epoch 200 with threshold 0.5. The results are obtained with the Dice loss and AdaDelta optimizer
with learning rate 1 × 10−3.

Preliminary thoughts
Since for these preliminary experiments a small dataset was used and only a few experiments were
executed, no conclusions can be drawn from these exploratory experiments. However, based on this
small dataset it seems like both the binary cross­entropy loss and the Dice loss might suffer from the
data imbalance. The method might perform better with the Dice loss if a larger dataset is used. Lastly,
the weighted binary cross­entropy loss looks promising in tackling the data imbalance.
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7.2. Main experiments
The goal of the main experiments is to compare the performance of the methods with the loss functions
proposed in section 6.2. These loss functions include the binary cross­entropy loss, the weighted binary
cross­entropy loss, the Dice loss, the Dice­ReLU loss and the constrained Dice­ReLU loss. For this,
the network architecture described in section 6.1 and shown in figure 6.1 is used. As described in
5.4, 89 scans are used for training, 22 for validation and 111 for testing. All experiments are executed
based on the entire dataset, where the images are cropped as described in section 6.3 to a size of
304𝑥384𝑥188 voxels.

As the preliminary experiments of the binary cross­entropy loss and the weighted binary cross­
entropy loss showed better performance with the Adam optimizer, Adam is used for experiments
with these losses. The preliminary experiments of the Dice loss showed better performance with the
AdaDelta optimizer. Therefore AdaDelta is used for all Dice loss related experiments. The experi­
ments with the binary cross­entropy loss and the weighted binary cross­entropy loss are optimized by
AdaDelta with learning rate 1 × 10−2. The Dice loss, Dice­ReLU loss and the constrained Dice­ReLU
loss are all optimized by the Adam optimizer, where for the Dice loss and the Dice­ReLU loss a learning
rate of 1× 10−4 is used and for the constrained Dice­ReLU loss a learning rate of 1× 10−7 is adopted.
These learning rates are chosen based on the preliminary experiments.

The constrained Dice­ReLU (CDR) loss will be applied to the best model trained using the Dice­
ReLU loss. That is, the parameter settings that lead to the minimum validation loss for the Dice­
ReLU loss, were adopted and used as initial parameters for the constrained Dice­ReLU loss. As a
consequence, the final loss will continue the optimization process from where the Dice­ReLU loss has
left off.

For the experiments of the CDR loss (equation 6.6), the parameter 𝜇 is set equal to 0.5 times the
validation loss value of the best Dice­ReLU loss model from where the constrained Dice­ReLU loss will
continue. As both constraints can obtain a maximum value of 1, together they can have a maximum
value of 2. Therefore, when both constraints obtain those maximum values, putting 𝜇 to half of the
validation loss, leads to an equal contribution of the first part of the loss function (Dice­ReLU loss)
and the constraints. To determine the value for the 𝐹𝑃𝑚𝑎𝑥, the total predicted background volume is
calculated for every validation example, which are predicted by the best model from the Dice­ReLU
loss method. The 𝐹𝑃𝑚𝑎𝑥 is then set equal to the maximum of those calculated background volumes.
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Results

This chapter describes the results of the main experiments. Methods will be compared based on
their detection performance, overall segmentation performance and their segmentation performance
of specifically the true positives. Lastly, the consistency performance of the methods will be assessed.

Figure 8.1 shows the free­response receiver operating characteristic (FROC) curves of the weighted
binary cross­entropy (WBCE) loss, the Dice loss, the Dice­ReLU loss and the constrained Dice­ReLU
(CDR) loss. In the figure the average number of false positive elements per image is plotted against
the average element­wise sensitivity, where sensitivity is the detection rate. Every star represents a
measure point, a different threshold that is used to binarize the prediction image. The binary cross­
entropy (BCE) loss failed to detect and segment lacunes and as a consequence predicted the entire
image as background. Therefore, the BCE loss is not included in the FROC plot.

Figure 8.1: Plot with FROC curves of the average false positives per image against the average sensitivity over a range of
thresholds. FROC curves of the WBCE loss, the Dice loss, the Dice­ReLU loss and the CDR loss are displayed.

The FROC of the Dice loss shows that with the Dice loss, only a few false positives per image are
obtained. But this occurs with a low sensitivity. So, less than half of the lacunes are detected with
around 1.0 false positives per image. Compared to the Dice­ReLU loss, the FROCs of the WBCE loss,
the Dice­ReLU loss, the CDR loss all perform better on the average sensitivity. However, the methods
also produce many false positives. The Dice­ReLU loss produces twice as many false positives than
the CDR loss with a comparable sensitivity. Compared to the Dice­ReLU loss and the CDR loss, the
WBCE loss produces less false positives per image, but performs poor on the detection of the lacunes.
All methods show few measure points near the origin. This occurs because the prediction outputs of
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all losses contain many values of exactly 1. The first measure point that follows after the origin is the
point, as a result of thresholding, at which only the values of 1 remain. As voxels can not obtain a value
higher than 1, using more thresholds will not help in obtaining more measure points near the origin.

The FROC of the Dice loss has many measure points aggregated together around one point. This
occurs because all values of the prediction output appear to be very close to either 0 or 1. As a conse­
quence, when the threshold is varied between 0 and 1, we obtain barely any differences in sensitivity
and false positives leading to aggregated measure points.

Table 8.1 shows the overall segmentation performance of the loss functions, which is the segmen­
tation performance in the full image. It gives an indication of how well methods are able to correctly
classify voxels as lacune or background in the full image. This performance is evaluated by comput­
ing the overall Dice similarity coefficient (DSC), the overall relative volume difference and the overall
absolute volume difference, which were all computed on the entire image. With the DSC an indication
is given of the overlap between the manually segmented image and the prediction image. The rela­
tive volume difference is the rate at which the prediction volume differs from the manually segmented
volume. With the absolute volume difference the exact difference in number of voxels between the
manually segmented image and the prediction image is given. From the table we find that the Dice
loss performs best on all metrics, while the Dice­ReLU loss and the CDR loss have the lowest perfor­
mance. The results show that the volume differences of the Dice­ReLU loss can be halved by applying
the CDR loss, which supports the findings of the FROC curves of these loss functions.

When choosing the threshold per method based on the best overall DSC value (see table 8.1), the
sensitivity is 0.49 with 3.96 false positives per image for the WBCE loss, the sensitivity is 0.43 with
1.93 false positives per image for the Dice loss, the sensitivity is 0.79 with 26.03 false positives for the
Dice­ReLU loss and the sensitivity is 0.70 with 11.52 false positives per image for the CDR loss.

Overall segmentation performance
Loss function DSC (mean ± STD) Relative volume differ­

ence (mean ± STD)
Absolute volume differ­
ence (mean ± STD)

BCE ­ ­ ­
WBCE 0.14 ± 0.19 1.07 ± 1.37 243.10 ± 395.77
Dice 0.19 ± 0.25 0.89 ± 1.69 204.01 ± 370.38
Dice­ReLU 0.05 ± 0.05 42.28 ± 43.78 5409.05 ± 2445.62
CDR 0.08 ± 0.08 18.28 ± 20.59 2424.08 ± 1575.61

Table 8.1: These metrics quantify the overall segmentation performance and are computed voxel­wise over the full image. The
overall segmentation performance gives an indication of how well methods are able to correctly classify voxels as lacunes or
background in the full image. The table shows the values corresponding to the threshold value that gave the best metric score
for each loss function. For each metric the mean and standard deviation are given, where the best obtained result is displayed
in bold.

To quantify the segmentation of specifically the TP elements, the samemetrics from above are com­
puted exclusively on the correctly detected elements (true positives). Every true positive (TP) element
is evaluated using the TP­element­wise DSC value, the TP­element­wise relative volume difference
and the TP­element­wise absolute volume difference by comparing the predicted element voxel­wise
with the corresponding manually segmented element. DSC indicates the degree of overlap between
the manually segmented lacune and the predicted lacune. The relative volume difference is the rate
at which the predicted lacune volume differs from the manually segmented lacune volume. The abso­
lute volume difference measures the exact difference in number of voxels between a manual lacune
segmentation and a predicted lacune segmentation. The results are given in table 8.2. These results
show that the Dice loss performs best on the DSC and the relative volume difference. The WBCE loss
achieves a comparable DSC value and performs better on the absolute volume difference. Once more,
the Dice­ReLU loss and the CDR loss show the lowest performance.

The relative volume difference indicates how much methods over­ or undersegment. Underseg­
mentation is limited to segmenting no voxels at all, which would give a relative volume difference of
1. Any values above 1 therefore indicate oversegmentation. The Dice­ReLU loss and the CDR loss
both clearly oversegment the lacunes, with the Dice­ReLU loss predicting almost 6 times the manually
segmented volume and the CDR loss almost 5 times. As a relative volume difference smaller than 1



47

can indicate both oversegmentation and undersegmentation, it is unclear from these results whether
the WBCE loss and the Dice loss are mainly oversegmenting or undersegmenting the lacunes. After
inspecting several predicted images, we suspect that both methods have a tendency to undersegment
the lacunes. Figure 8.2 shows an example of a lacune that is correctly detected by all loss functions.
Here, we see that the WBCE loss and the Dice loss resemble the shape of the manual segmentation,
while the Dice­ReLU loss and the CDR loss are oversegmenting the lacune.

TP­element­wise segmentation performance
Loss function DSC (mean ± STD) Relative volume differ­

ence (mean ± STD)
Absolute volume differ­
ence (mean ± STD)

BCE ­ ­ ­
WBCE 0.45 ± 0.21 0.75 ± 0.61 106.74 ± 87.05
Dice 0.47 ± 0.23 0.49 ± 0.30 132.88 ± 314.79
Dice­ReLU 0.28 ± 0.15 5.93 ± 5.65 738.66 ± 509.36
CDR 0.29 ± 0.14 4.77 ± 4.41 601.65 ± 428.37

Table 8.2: These metrics quantify the segmentation performance of specifically the TP elements and are applied to only the
voxels of the TP element. The TP­element­wise segmentation performance gives an indication of how well methods are able to
segment individual lacunes. The table shows the values corresponding to the threshold value that gave the best metric score
for each loss function. For each metric the mean and standard deviation are given, where the best obtained result is displayed
in bold.

(a) Unsegmented lacune. (b) Manual segmentation of the lacune. (c) TP predicted with the WBCE loss.

(d) TP predicted with the Dice loss. (e) TP predicted with the Dice­ReLU loss. (f) TP predicted with the CDR loss.

Figure 8.2: An example of a lacune that is correctly detected by every method. The TPs for each loss function are obtained with
the threshold that gave the best performance on the overall segmentation DSC metric.



48 8. Results

(a) WBCE loss. (b) Dice loss.

(c) Dice­ReLU loss. (d) CDR loss.

Figure 8.3: Boxplots of lacune voxel volumes for both the TPs and the FNs. The TPs and FNs for each loss function are obtained
with the threshold that gave the best performance on the overall segmentation DSC metric.

The relation between the lacunes that are detected (true positives) and lacunes that are not detected
(false negatives) and their volume is shown in figure 8.3. From these boxplots we see that for the Dice
loss, the Dice­ReLU loss and the CDR loss there seem to be slightly more small lacunes among the
false negatives than among the true positives. TheWBCE loss does not show a difference of the lacune
volume between the true positives and false negatives.

Figure 8.4 shows examples of often occurring false negatives, where figures 8.4a­c and 8.4g­i are
the unsegmented images and figures 8.4d­f and 8.4j­l are the manually segmented images. All loss
functions failed to detect the first four examples (figures 8.4d­f and 8.4j). Among these four often
occurring false negatives are lacunes that are located near the ventricles, lacunes that show little or no
difference in intensity with their background, lacunes located in the cerebellum and lacunes located in
the outer parts of the brain. The Dice loss generally also fails to detect the lacunes in the brain stem
(figure 8.4k) and the lacunes in the upper parts of the brain (figure 8.4l).

Examples of false positives are shown in figure 8.5, where figures 8.5a­c and 8.5g­i are the un­
segmented images and figures 8.5d­f and 8.5j­l are the predicted segmented images. These false
positives are all created by the method with the Dice loss. However, methods with the WBCE loss,
the Dice­ReLU loss and the CDR loss, create comparable types of false positives. Structures that look
similar in shape and intensity to a lacune (figures 8.5d­f and 8.5j­k) and parts of the gyrus (figure 8.5l)
are generally often misclassified as a lacune.
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(a) FN near the ventricle. (b) FN with little intensity difference. (c) FN in cerebellum.

(d) FN near the ventricle. (e) FN with little intensity difference. (f) FN in cerebellum.

(g) FN in outer part of the brain. (h) FN in upper part of the brain (i) FN in brainstem.

(j) FN in outer part of the brain (k) FN in upper part of the brain (l) FN in brainstem.

Figure 8.4: Examples of often occurring false negatives (FNs) obtained with the threshold that gave the best performance on the
overall segmentation DSC metric. The first and third row display the unsegmented images, the second and fourth row display
the manually segmented images. d­f and j are examples that occur for the WBCE loss, the Dice loss, the Dice­ReLU loss and
the CDR loss. k and l are examples of FNs that generally only occur with the Dice loss.
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(a) FP with characteristics of a lacune. (b) FP with characteristics of a lacune. (c) FP with characteristics of a lacune.

(d) FP with characteristics of a lacune. (e) FP with characteristics of a lacune. (f) FP with characteristics of a lacune.

(g) FP with characteristics of a lacune. (h) FP with characteristics of a lacune. (i) FP as part of gyrus.

(j) FP with characteristics of a lacune. (k) FP with characteristics of a lacune. (l) FP as part of gyrus.

Figure 8.5: Examples of false positives (FPs) obtained with the threshold that gave the best performance on the overall seg­
mentation DSC metric. The first and third row display the unsegmented images, the second and fourth row display the predicted
segmented images. These FPs are created by the method with the Dice loss. Predictions of the methods with the WBCE loss,
the Dice­ReLU loss and the CDR loss show similarly looking FPs.



51

In order to measure the consistency of the methods, each method was executed three times, using
a different seed for each run. The FROC curves of all loss functions with these varying seeds are
shown in figure 8.6 and the TP­element­wise performance, evaluated by the DSC value per seed for
all loss functions, is shown in 8.7. In this plot the error bars represent the standard deviation. For
the segmentation performance of TP elements, the difference in perfomance on DSC is little between
the various seeds. However, the FROCs show that larger differences in both the sensitivity and false
positives per image can be obtained when another seed is used. Note that the Dice­ReLU loss and
the CDR loss have results for only two seeds and that the Dice loss displays the result of only one
seed. The results of the other seeds were excluded because these methods failed to train to detect
and segment lacunes.

As there was only one seed that worked for the Dice loss, the Dice loss could not be evaluated on
consistency based on the first three seeds. Therefore, seven other seeds were tried as well. It turned
out that for only two out of ten seeds the Dice loss was able to detect and segment lacunes, while the
WBCE loss performed well on all of these seeds. Both the Dice­ReLU loss and the CDR loss worked
for six out of ten seeds. The results of the two seeds for which the Dice loss could learn are shown in
figure 8.8. The figure shows that also for the Dice loss another seed can lead to larger differences in
the sensitivity than in the TP­element­wise DSC.

(a) WBCE loss. (b) Dice loss.

(c) Dice­ReLU loss. (d) CDR loss.

Figure 8.6: Plots with FROC curves of the average false positives per image against the average sensitivity over a range of
thresholds. Every plot shows an FROC curve for each seed that is used to initialize the weights of the method. Three different
seeds are used for this. Some FROC curves of seeds for the methods of the Dice loss, the Dice­ReLU loss and the CDR loss
are missing, as these methods failed to learn to detect and segment lacunes with these seeds.
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Figure 8.7: Scatterplot of the TP­element­wise DSC values per loss function for each seed that is used to initialize the weights
of the method, where the error­bars represent the standard deviations. Three different seeds are used for this. TP­element­wise
DSC values of seeds for the methods of the Dice loss, the Dice­ReLU loss and the CDR loss are missing, as these methods
failed to learn to detect and segment lacunes with these seeds. DSC values corresponding to the threshold value that gave the
best performance on this metric are used for each loss function.

Figure 8.8: FROC plot (left) and scatterplot (right) of experiments executed with the Dice loss. The FROC plot displays curves of
the average false positives per image against the average sensitivity over a range of thresholds. The plot shows an FROC curve
for each seed that is used to initialize the weights of the method with the Dice loss. The scatterplot shows the TP­element­wise
DSC values per loss function for each seed that is used to initialize the weights of the method with the Dice loss, where the
error­bars represent the standard deviations. DSC values corresponding to the threshold value that gave the best performance
on this metric are used.
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Discussion

9.1. Discussion of results
The experiments showed that the networks trained with all loss functions except the binary cross­
entropy (BCE) loss were able to detect lacunes and thus proved that these loss functions are able to
cope with the data imbalance. Only the BCE loss failed to learn detecting lacunes, indicating that this
loss function suffers from the large imbalance between the number of lacune voxels and background
voxels.

The Dice loss performed best on the overall segmentation having the highest values for all metrics:
overall Dice similarity coefficient (DSC), overall relative volume difference and overall absolute volume
difference. Additionally, this loss performed best on the TP­element­wise DSC and the TP­element­
wise relative volume difference. This indicates that compared to the other losses, it performs well on
resembling the segmentation of a lacune. However, on lacune detection it performed less well. The
detection sensitivity was quite low for this loss, although it did have a very low number of false positive
elements per image. The prediction values of the Dice loss appeared to be very close to either 0
or 1, meaning that the method is very certain of the prediction of both the lacunes and background.
However, this limits the freedom in choosing the right balance between sensitivity and false positives
per image. By inspecting the prediction images during training, we found that at the beginning of the
learning process the method actually achieves a higher sensitivity on the validation set than when the
loss has converged. However, later in the optimization process it loses these lacunes again. This might
be caused by the data imbalance. The Dice loss depends on the sum over the predicted image, which
consists of millions of voxels with values that can range between 0 and 1. As a consequence, if these
values are not exactly 0, they can have a large influence on the loss. Therefore, decreasing millions
of background voxels with only a tiny step, can greatly improve the value of the loss. Consequently,
the loss might benefit more from further reducing the background values than maintaining the lacune
detections consisting of only a few voxels.

To shift the focus of the Dice loss from optimizing the background to correctly detecting the lacunes,
the ReLU was applied to the Dice loss leading to the Dice­ReLU loss. By adding the ReLU in the Dice
loss, the values below 0.1 are clipped, which means that they are set to 0.1. Consequently, the loss
does not benefit from optimizing the background voxel values further than 0.1. As a result, the emphasis
is shifted from bringing the background values near zero to predicting the lacune voxels correctly. The
Dice­ReLU loss proved to successfully increase the sensitivity. However, this result is accompanied by
a much larger number of false positives per image. As the Dice­ReLU loss obtains a significant higher
sensitivity than the Dice loss it seems like the ReLU helps in preventing the Dice loss from optimizing
the background.

The constrained Dice­ReLU (CDR) loss aimed to reduce the resulting false positives from the
method trained with the Dice­ReLU loss, while maintaining the TPs. To achieve this, two constraints
were applied in the Dice­ReLU loss. The first to the volume of the prediction voxels that according to
the manually segmented image should be predicted as background and the second to the volume of
the prediction voxels that according to the manually segmented image should be predicted as lacune.
The results showed that the CDR loss is able to halve the false positive elements with only a limited
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decrease in sensitivity and thus, placing a constraint seems to help reducing the false positives.
Among the false negatives of the methods with the Dice loss, the Dice­ReLU loss and the CDR loss

there were slightly more smaller lacunes. This might indicate that the Dice loss related methods have
more trouble to detect these smaller elements.

The BCE loss failed to detect and segment lacunes. Inspecting the prediction images showed that
every value of every image was close to 0, meaning that every voxel was predicted as background.
Therefore, it seems like the BCE loss suffers from the data imbalance.

The weighted binary cross­entropy (WBCE) loss was an adaptation to the BCE loss in which the
lacune voxels and background voxels are both given a weight to balance their contribution. The WBCE
loss was able to detect and segment lacunes. This already proves that giving more weight to the
lacune voxels helps to overcome the data imbalance. Compared to the Dice loss, the WBCE loss
performed slightly less on the TP­element­wise relative volume difference, while it performed slightly
better on the TP­element­wise absolute volume difference. An explanation for this disagreement on
volume difference, might be that the WBCE loss performs poorly on segmentation for especially the
smaller lacunes, while on the other hand the Dice loss performs most poorly on the larger lacunes,
leading to a larger contribution to the absolute volume difference.

With respect to consistency, the results showed that the choice of seed for initialization has a clear
effect on the performance of especially the sensitivity and false positives per image for all methods.
Furthermore, the Dice related methods seem very unstable as for many seeds the methods failed to
learn, while the WBCE loss method is able to learn with every seed.

To conclude, if the purpose of using a method is to get insight in the relation between the charac­
teristics of a lacune, such as its shape and volume, and its physical and psychological consequences,
the Dice loss and the WBCE loss are preferred as those methods are better in resembling the shape
and volume of the manual segmentations. Although with the WBCE loss slightly less good results are
obtained for the segmentation performance than with the Dice loss, the WBCE loss reaches a higher
detection sensitivity. This is however at the cost of more false positives, but this can give more freedom
in choosing the right balance between sensitivity and false positives per image as the predictions are
less bimodal (i.e. values are either close to 0 or 1). If the goal is to detect cerebral small vessel disease
(cSVD), the detection of lacunes is more important and for this, the Dice­ReLU loss or the CDR loss
are most suitable. However, as these methods still contain many false positives an expert is needed to
differentiate between the detected lacunes and the false positives. Since this expert would only have
to inspect a couple false positives per image instead of inspecting entire images, this could already
save quite some time.

9.2. Limitations
The weighted binary cross­entropy (WBCE) loss, the Dice loss, the Dice­ReLU loss and the constrained
Dice­ReLU (CDR) loss all performed limited on the Dice similarity coefficient (DSC) and volume differ­
ences evaluation metrics. During the data preparation phase some manual segmentations displayed a
shift in their segmentation. The segmentations with large shifts were excluded, but it might be that the
dataset still contains some images with slightly shifted manual segmentations. When these shifts are
present, it affects the outcome of the evaluation metrics. Furthermore, potential shifts could also have
complicated the optimization process, which might have lead to worse performance on sensitivity and
false positives per image.

The methods trained with the Dice loss, the Dice­ReLU loss and the CDR loss might have an
advantage when evaluating with the DSC value as they are optimized on almost exactly this metric
(the only difference being whether a threshold is used on the predicted image or not). Therefore it is
easier to perform well on this metric for these losses.

To prevent the Dice loss from overfitting, a threshold was put on the prediction values of the Dice­
ReLU loss method. However, by thresholding these predictions, the loss is not differentiable. Although
the threshold was applied by using a work­around provided by Tensorflow that should be able to cope
with this better, it might still have complicated the optimization process.

Only scans that contained a lacune are used for the development of the methods. As a conse­
quence, it is unsure how the methods would perform when they are trained with images that do not
contain a lacune as well. As the images have a large imbalance between lacune voxels and background
voxels and as the methods have proved to cope with this imbalance, the methods might obtain similar
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results when trained on a set of scans that include scans with no lacunes (containing only background
voxels). Furthermore, no scans without lacunes were included in the test set. Therefore it is unsure
how the trained methods would perform on scans with no lacunes.

Manual segmentation can be quite subjective and observer dependent. The scans are manually
segmented by only one rater. As a consequence, it is unclear how accurate these manual segmenta­
tions are. Furthermore, the method might have learned the segmentation style of the rater. To assess
if the method learned this segmentation style and to assess how reliable the segmentations are, a sec­
ond rater would be needed. It would also be interesting to compare the variability between raters and
the variability with our methods.

9.3. Comparison to related methods
To evaluate the performance of the methods used in this thesis, we compare the methods with other
detection and segmentation methods proposed in the literature.

As all detection methods mentioned in chapter 4 Related work report average detection sensitivity
and average number of false positives per image, we compare these methods with our methods based
on these metrics. All previously developed detection methods [2, 17, 43–46, 57] obtain an average
sensitivity value of more than 90% with an average of less than 1.5 false positives per image. The
methods of the current work show an average sensitivity of 0.49 with an average of 3.96 false positives
per image for the WBCE loss, an average sensitivity of 0.43 with an average of 1.93 false positives
per image for the Dice loss, an average sensitivity of 0.79 with an average of 26.03 false positives
per image for the Dice­ReLU loss and an average sensitivity of 0.70 with an average of 11.52 false
positives per image for the CDR loss. The methods of the current work appear to perform worse than
previously proposed detection methods on both detection sensitivity and number of false positives.
However, it should be noted that apart from one method, all detection methods in previous work are
based on 2D images, while the current work is based on 3D images. As the class imbalance is less
present in 2D images, it might be harder to detect lacunes in 3D scans than on 2D scans. Furthermore,
these detection methods report false positive scores per slice, while the current methods are evaluated
based on entire images. As a consequence, since a 3D image is bigger, it has more chance to produce
false positives. The only detection method that used 3D images, used preselected patches for this.
That is, a radiologist inspected scans for lacunes and similar looking structures and patches of these
suspected lesions were given to the method. So for this method human intervention is required which
makes it considerably more inconvenient and time­consuming to apply. Additionally, the radiologist
already filtered out many potential false positives, which makes it easier for the method to produce less
false positives.

For the segmentation methods it is more difficult to make a comparison as there are only a few
methods developed for specifically lacune segmentation. Wang et al. [49] segmented several lesions
at once and obtained an average sensitivity of 80.6% with an average of 0.06 false positives. These
results are better than the results of this work. However, as for the previously mentioned detection
methods, this method also uses 2D images. They did not report on the accuracy of the segmentations.
Sudre et al. [41] obtained with their 3D method a sensitivity of 72.2% with a median overlap of 59%
on objects that all raters agreed on and a median overlap of 30% on objects of which raters were less
certain. These results are computed on a test set of only two scans. The results of the uncertain objects
are comparable to the results of the Dice­ReLU loss method which obtained a TP­element­wise DSC
value of 0.28 with a sensitivity of 79% and the CDR loss method which obtained a TP­element­wise
DSC value of 0.29 with a sensitivity of 70%. However, these results are not specifically for lacunes as
the researchers also included perivascular spaces into their method. This makes it difficult to compare.
Duan et al. [12] also uses a U­net architecture to segment lacunes and other cSVD related lesions.
Their method obtains a region­wise detection F1 score of 0.783, which is an evaluation metric that
is comparable to the sensitivity. It achieves an overall DSC value of 0.50. The methods of all loss
functions in the current work all perform worse compared to this method. However, once more this
method is developed and evaluated based on 2D images.

9.4. Recommendations
Although the CDR loss, in which constraints are placed independently on both the lacune volume and
the background volume, was able to halve the number of false positives, it might be possible to achieve
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even better results. The best value for the validation loss of the CDR loss was obtained after only 25
epochs, after which the method started to largely overfit on the training data. The fast overfitting might
have occurred due to using constraints that were too strict. When the constraints are too strict, the
method might have too limited freedom to learn new features that can satisfy the constraints and might
be held back by the features that it learned when optimized with the Dice­ReLU loss. As a consequence,
this might lead to overfitting on the training data. Putting constraints on the volumes that are less strict,
might give the method more freedom and prevent it from overfitting. Another approach would be,
instead of restarting the Dice­ReLU loss method, to run the experiment with the CDR loss from the
beginning. Additionally, further fine­tuning the contribution of the two constraints to the Dice­ReLU loss
might also lead to better performance.

As the WBCE loss produced relatively many false positives, this loss function might also benefit
from constraining the background voxels. It would be interesting to see if the constraints can help to
improve the WBCE loss as well. Additionally, since the Dice loss showed difficulty in maintaining the
lacunes, a constraint on the lacune voxels might improve the sensitivity of the Dice loss. Such that, if
the Dice loss tends to lose lacune voxels, it will be punished for it. Furthermore, one could consider
approaches that prevent the predictions of the Dice loss from becoming so close to binary.

The current methods only use T1­weighted images. As images of other modalities might show other
features of a lacune, the method might be improved in differentiating between lacunes and other similar
looking structures by adding other modalities as well. Especially FLAIR images could be interesting to
add, as on this modality some lacunes display a characteristic hyperintense rim. Lacunes that are often
among the false negatives (figure 8.4) show little differences in intensity with their background on the T1­
weighted images. These might display more variation in intensity on the FLAIR images. Furthermore,
FLAIR images might also help in detecting lacunes that are located near the in intensity similar looking
ventricles. If the lacunes contain a hyperintense rim, they could be more easily differentiated from the
hypointense ventricles. The same might apply to lacunes occurring in the cerebellum.

Lastly, adding more scans with lacunes could result in more information about the variance in ap­
pearance of lacunes, which might help in differentiating between lacunes and other similar looking
structures. False positives as well as false negatives might be reduced by this. The false negative
lacunes were often located in uncommon parts of the brain or had an uncommon shape. With more
training examples the methods might be better at detecting these as well.
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Conclusion

The aim of this research was to develop a deep learning method that is able to detect and segment
lacunes in 3D brain MRI scans. To achieve this, we needed to address the data imbalance problem.
Furthermore, an additional approach was needed to differentiate the lacunes from similarly looking
structures.

Several loss functions are compared on how well they deal with the data imbalance: the binary
cross­entropy (BCE) loss, the weighted binary cross­entropy (WBCE) loss and the Dice loss. This
thesis proposed to apply background clipping in the Dice loss to handle the data imbalance further,
leading to the Dice­ReLU loss. To help the method reduce false positives and as a result differentiate
better between lacunes and similarly looking structures, this thesis proposed to apply a constraint to
the Dice­ReLU loss, leading to the constrained Dice­ReLU (CDR) loss.

In this thesis, it is shown that, apart from the BCE loss, all other loss functions are able to detect
and segment lacunes and thus are able to cope with the data imbalance. Clipping the background in
the Dice loss (Dice­ReLU loss) led to a higher detection sensitivity, but at the cost of many more false
positives. Adding a constraint on the volume size successfully reduced the false positives with more
than 50%. This indicates that adding a constraint can improve the optimization of the network and can
lead to a method that can differentiate better between lacunes and similarly looking structures.

This research showed that the developed deep learning methods are able to detect and segment
lacunes in 3D brain MRI scans. The WBCE loss and the Dice loss proved to be especially suitable for
gaining more information into the relationship between the characteristics of a lacune and the manifes­
tations of cerebral small vessel disease. The Dice­ReLU loss and the CDR loss are especially useful
for detecting the disease.

57





Acronyms
BBB blood­brain barrier. 3

BCE binary cross­entropy. 30

CAA cerebral amyloid angiopathy. 3

CDR constrained Dice­ReLU. 33

CNN convolutional neural network. 8

cSVD cerebral small vessel disease. 1

DSC Dice similarity coefficient. 32

FLAIR fluid­attenuated inversion recovery. 4

FN false negative. 35

FP false positive. 35

FROC free­response receiver operating characteristic. 36

MRI magnetic resonance imaging. 3, 4

PCA principal component analysis. 21

ReLU rectified linear unit. 12

RS Rotterdam study. 25

RSS Rotterdam scan study. 25

SGD stochastic gradient descent. 14

SVM support­vector machine. 20

TP true positive. 35

WBCE weighted binary cross­entropy. 31
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Glossary
Amyloid

Aggregate of proteins. 3

Arteriole
Small blood vessel that branches out from an artery into the capillaries. 3

Background
All pixels, or voxels, that do not belong to the element under investigation and make up the rest
of the image. 1

Backpropagation
An algorithm that is used for training a network. 14

Biomarker
Measurable indicator of the presence or severity of a disease state. 3

Brain atrophy
Lesion that results from cerebral small vessel disease. 4

Capillary
The smallest blood vessel in the body. They supply blood to the surrounding tissues. 3

Cardiovascular system
System that consists of the heart and blood vessels. 3

Cerebellum
Area at the back and bottom of the brain, which is associated with movement and coordination.
25

Cerebral small vessel disease
A disease that can result in different types of brain lesions. 1

Cerebral sulcus
Grooves on the surface of the brain. 20

Classification
The allocation of a visual input into classes. 16

Convolutional neural network
A deep learning algorithm that is mostly used for analyzing images and image classification prob­
lems. 8

Detection
The localization and classification of objects in a visual input. 16

Epoch
When every example of the dataset has passed forward and backword through the neural network
once. 14

61



62 Glossary

False negative
A negative predicted outcome that should have been positive. 35

False positive
A positive predicted outcome that should have been negative. 19

Feature map
Captures the result of applying a kernel to an input map. 8

Fluid­attenuated inversion recovery sequence
A particular setting of radiofrequency pulses and field gradients that influences the appearance
of an image. 4

Foreground
All pixels, or voxels, that belong to the element under investigation. 16

Haemorrhage
Blood escaping from the cardiovascular system caused by damaged blood vessels. 4

Hyperintense
Brighter appearance of an abnormality or structure than the structures it is compared to. 4

Hypointense
Darker appearance of an abnormality or structure than the structures it is compared to. 4

Infarct
Resulting lesion from tissue death due to inadequate blood supply. 4

Ischaemic stroke
Blood supply to a part of the brain is decreased, leading to dysfunction of the brain tissue. 3

Kernel
Filter that is able to extract features. 8

Lacune
A round or ovoid, subcortical, fluid­filled cavity of between 3 mm and about 15 mm in diameter.
Short for lacune of presumed vascular origin. 1

Learning rate
A stepsize for an optimizer. 15

Microbleed
Lesion that results from cerebral small vessel disease. 1

MRI sequence
A particular setting of radiofrequency pulses and field gradients that influences the appearance
of an image. 4

Neuroimaging
The process of producing images of the structure or activity of the nervous system. 3

Overfitting
When too specific features have been learned, such that a network fails to generalize learned
features to new unseen examples.. 42
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Pathogen
Any disease­producing agent such as bacteria, a virus or other microorganisms. 3

Perivascular space
Lesion that results from cerebral small vessel disease. 1

Segmentation
The division of a visual input into segments. 1

Semipermeable
Some molecules or ions can pass through, but others can not. 3

Stride
Stepsize of a sliding window. 12

Subcortical
Part of the brain that is located below the cerebral cortex, the outer part of the brain. 4

T1­weighted sequence
A particular setting of radiofrequency pulses and field gradients that influences the appearance
of an image. 19

T2­weighted sequence
A particular setting of radiofrequency pulses and field gradients that influences the appearance
of an image. 19

Test set
Set of examples that are used to evaluate the performance of the final network. 26

Training set
Set of examples that are used for training the network. 26

True positive
A positive predicted outcome that is indeed positive. 35

Validation set
Set of examples that are used to check whether the network is able to generalize to new examples.
26

Ventricle
Fluid­filled space in the brain. 19

Venule
Small blood vessel that transports the regained blood from the capillaries to the veins. 3

Voxel
The equivalent of a pixel. 1

White matter hyperintensity
Lesion that results from cerebral small vessel disease. 1
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